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Abstract: Massive volumes of data are routinely handled in the medical industry. Results can be impacted when large amounts of 

data are handled using traditional approaches. In medical research, machine learning algorithms are particularly useful for obtaining 

information related to disease prediction. Early prediction of disease is essential to improve the lifestyle of the patients and prevent 

them from further worsening their condition. For the examination of patient medications and specialists, early disease detection is 

essential. A variety of diseases are identified using machine learning algorithms, such as ensemble classifier techniques, clustering 

models, and classification models. Using predictive machine learning techniques can result in high-accuracy and quick illness 

prediction. This study examines the many sorts of diseases and how they might be predicted using machine learning techniques. 

This study highlighted the existing research works that mostly explored the prediction of lung problems, brain-related diseases, and 

heart disease. While deploying conventional model of machine learning and deep learning the problem of overfitting, 

hyperparameter initialization and unbalanced classes are the major issues which affect the performance of the prediction models.  
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INTRODUCTION 

 

The process of identifying the condition that is responsible 

for a person's symptoms is known as disease diagnosis. Since 

some symptoms and indicators are non-specific, making the 

diagnosis the most difficult issue to solve [1]. The first and 

most important step in treating any condition is diagnosing it. 

Based on historical data used for training, data mining is a 

discipline that can assist in predicting the diagnosis of a 

disease. Numerous scientists have developed a wide range of 

machine learning techniques that are effective in diagnosing 

various ailments [2]. Without being specially programmed, 

machines may now train because of machine learning. 

Machine learning algorithms can be used to build a model that 

predicts an early disease diagnosis and offers remedies. The 

best strategy to reduce the death rates brought on by any 

disease is to receive a diagnosis early and receive effective 

therapy. 

Classification is the most commonly employed machine 

learning technique in healthcare sectors since it can be 

applied to real-world situations. Classification algorithms 

work by first creating a model with the training data, which is 

then used to the test data to produce a prediction [3]. Various 

categorization techniques have been used to diagnose 

diseases, and the results show great promise. With these 

methods, errors in diagnosis can be avoided and outcomes are 

accessible rapidly [4]. 

In this paper three most tremendous significant causes of 

mortality namely heart disease, brain disease and lung disease 

are focused. Prediction of various heart disease is a critical 

challenge in the area of clinical data analysis. Machine 

learning (ML) has been shown to be effective in assisting in 

making decisions and predictions from the large quantity of 

data produced by the healthcare industry. The application of 

machine learning to aid in the diagnosis and prognosis of 

brain illnesses holds immense potential. However, we 

contend that significant obstacles still need to be overcome by 

the community in order to integrate these instruments into 

clinical routines: more people need to adopt standard 

procedures for validation and reproducible research; broad 

generalisations studies are necessary; and comprehensible 

models are needed to get past the drawbacks of black-box 

strategies. Clinically, the most common disorders are those 

associated to the respiratory system, such as bronchiectasis, 

pulmonary thromboembolism, chronic obstructive 

pulmonary disease, and pulmonary tuberculosis. While cough 

up, phlegm anticipation, wheezing, and chest discomfort are 

typical symptoms of these diseases, each one has a distinct 

course of therapy and aftercare. Timely diagnosis can be 

difficult since some diseases shares similar symptoms. In 

primary healthcare facilities, misdiagnosis is prevalent and 

can result in ineffective therapy, a protracted recuperation 

period, and possible worsening of the condition. The 

insufficient experience of primary medical professionals 

contributes to the situation further. 

The detailed survey of heart disease, brain related disorders 

and lung-based disease using machine learning are discussed 

in the following sections.  

 

SURVEY ON HEART RELATED DISORDER 

DETECTION USING MACHINE LEARNING  

 

Galla Siva et al [5] developed a feature selection model and 

the hybridized linear model using random forest for 
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prediction of cardiovascular disease. Various machine 

learning models with different subset of features the 

performance in conducted.  

A unique self-attention-based transformer model that 

integrates transformer networks and self-attention 

mechanisms to predict the risk of CVD is used in the work of 

Rahman,et al. [6]. The self-attention layers provide 

representations that successfully model intricate patterns in 

the input by capturing contextual information. By assigning a 

specific attention weight to each element of the input 

sequence, self-attention mechanisms enable interpretability. 

To gather pertinent data, this entails altering the attention 

processes, adding new levels, and modifying the results and 

input layers. 

Mamum et al.'s goal [7] was to find the most accurate 

machine learning classifiers for these kinds of diagnostic 

applications. A number of supervised machine-learning 

algorithms were used, and their accuracy and performance in 

predicting heart disease were compared. With the exception 

of K-Nearest Neighbour and Multi-layered Perceptron, all 

applied methods evaluated the feature significance scores for 

each feature. The importance score of each trait was used to 

rank them in order of highest likelihood of heart disease. They 

determined from their investigation that random forests offer 

the best accuracy.  

Eleven machine learning (ML) classifiers were employed by 

Hassan et al. [8] to find critical features, hence improving the 

forecasting of heart disease. Several feature pairs and well-

known techniques for classification were employed to 

construct the prediction model. Random forest algorithm 

produce best result compared other state of arts.  

In order to decrease mortality, Bhatt et al. [9] provide a k-

modes clustering approach with Huang beginning that can 

increase classification accuracy to forecast cardiovascular 

illnesses. In order to maximise the performance of the 

classifiers, GridSearchCV was utilised to hyper-tune the 

model's parameters. Based on this underlying research, it can 

be concluded that the accuracy of the multilayer perceptron 

technique with cross-validation has exceeded all other 

techniques. 

To accurately anticipate the onset of cardiac disease, Hossain 

et al. [10] examined the many components in patient data. By 

employing the Correlation-based Feature Subset Selection 

Technique with Best First Search, the most important 

characteristics for heart disease prediction have been 

identified. Two distinct kinds of heart disease datasets are 

used to apply and compare different artificial intelligence 

algorithms. 

 

SURVEY ON BRAIN RELATED DISORDER 

DETECTION USING MACHINE LEARNING  

 

Fatima Yousaf et al. [11] developed an integrated model 

based on convolutional neural networks to concurrently 

identify and categorise two brain illnesses, namely tumours 

and ischemic stroke. Two open-source datasets are combined 

to generate a new dataset for this purpose. Ito conduct feature 

mapping the authors improved the architecture of encoder-

decoder in order to preserve the grained information without 

overlapping the process of feature extraction.  

Using an artificial vision technique, Ahmet Kursad Poyraz et 

al. [12] suggested an exemplar-based automatic brain 

disorder diagnosis model. Pre-processing was done by an 

exemplar deep feature generator, feature selection by iterative 

neighbourhood component analysis and SVM classification 

comprise the four stages of the automated brain disease 

detection model that is being presented. The most significant 

attributes are extracted and used for classification. The SVM 

classifier uses the chosen feature as its input. 

Vidhya et al [13] used laptop-based clinical needs to do a 

precise segmentation of MRI of brain for the diagnosis of 

brain tumours. It is possible to determine from each image 

which segmentation strategy works best for the tumour by 

applying one of the segmentation strategies. The learning 

recommends a sophisticated analytical approach grounded on 

deep learning and machine learning to identify abnormalities. 

This is a simplistic and efficient model for recognising and 

categorising brain tumours. 

High performance in the artificial intelligence sector of 

processing image based on categorization issues is made 

possible by this huge data. Classifying different forms of 

tumour from brain MR images is the goal of Khaliki et al [14]. 

For classification, Convolutional Neural Networks, and its 

inception, Efficient Net and transfer learning techniques were 

employed.  

ZainEldin et al [15] anticipated an architecture based on 

CNN-based Brain Tumour Classification Model, it is an 

adaptable dynamic sine-cosine efficiency grey wolf 

optimisation algorithm for hyperparameter optimisation. 

After optimising the hyperparameters, an Inception RESENT 

is built to train model. To enhance brain tumour diagnosis, 

the model uses widely used pre-trained models, and its output 

is neither normal nor tumorous.  

Mohammad et al [16] conducted a detail study to improve 

prediction accuracy through the application of a thorough 

methodology that encompasses feature selection, data pre-

processing, and model construction. Particle swarm 

optimisation was used to investigate several AI methods for 

feature selection, other four conventional algorithms. These 

findings may help medical practitioners make well-informed 

decisions and enhance patient outcomes by having a 

significant impact on early disease identification, diagnosis, 

and customised treatment. 

Ten variables were initially chosen by Xuchun Wang et al. 

[17] using feature selection approaches. After that, combined 

the ML approach with the cost-sensitive training and SMOTE 

resampling techniques to use trained classifiers for class data 

that was imbalanced. In the unbalanced datasets, the Stacked 

heterogeneous ensemble model performed reasonably well. 

In the balance data, Logistic regression models with class 

weighting demonstrated the greatest classification 

performance when these combined variables were applied as 

model comparison criterion. 

Gunasinghe et al [18] developed machine learning model 

with deep learning to predict the lung diseases by integrating 

various types of data sources. The author’s used binary 

classification with input as patient's data and output classifies 

presence or absence of the disease. Its objective is to assist 

the experts in early detection of lung disease. 

Through the application of artificial intelligence to 

microbiological metagenomes extracted from serum from 

patients and coded by their cumulative taxonomic hierarchy, 

McDowell et al. [19] devised a predicted model of diagnosis 

for lung cancer, asthma, and COPD. At the level of genus and 

phyla levels, all models showed strong predictive power with 

median area under the curve that included a variety of 
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significant features. When the clinical models were used on 

mice, different foods decreased the incidence of lung tumours 

and bronchitis linked to high-fat diets, but COPD was 

scarcely altered. 

Mitra et al [20] introduced a deep learning model to predict 

the pneumonia using chest X-ray. Both machine learning and 

deep learning paradigm is used to predict the presence of lung 

disease at its early stage.  

Nageswaran et al [21] demonstrate the use of technologies 

made possible by the use of artificial intelligence and image 

processing to accurately classify and predict lung cancer. 

Geometric mean filter is employed to enhance the quality of 

image. K-means is used for segmentation and ANN is used 

for categorization for lung cancer prediction.  

Abobaker et al [22] devised a multimodal classification to 

determine the severity grade of lung disease. Without 

conduction segmentation, only using region of interest, CNN 

performs automatic feature extraction and pre-trained 

variables are used. The machine learning is used for 

optimizing the performance of CNN in lung disease 

detection.  

 

CONCLUSION 

 

In this paper a detailed survey of three major diseases that 

greatly affect mortality rate all over the world is discussed. 

From the study conducted on existing literatures it is observed 

that random forest, neural networks, support vector machine 

and deep learning models are used. Most of the papers 

utilized certainty-based algorithms and conventional method 

for predicting diseases. But while handling clinical datasets it 

is highly relies on uncertainty situations in accurate prediction 

of diseases at its early stages. It is necessary to handle 

inconsistency, incompleteness, vagueness and uncertainty 

while handling disease diagnose to reduce false detection 

rate. It is also observed that chronic obstructive pulmonary 

disease prediction-based works are very few, so in future we 

will focus on developing empowered models of COPD 

prediction at its early stage more effectively by considering 

uncertainty conditions.                  
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