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Abstract: In recent years many techniques have been computed for energy consumption. The Energy Consumption is a very big challenging area
for research in networks. There are various techniques for computing energy consumption in distributed computing as described in this paper.
There is a different device attached to the distribution system for different electrical operation. They are Dynamic Power Management
Techniques (DPMT) like as Dynamic Voltage Scaling (DVS), Dynamic Frequency Scaling (DFC), and Routing algorithm. In these techniques,
Clock Gating technique is also a methodology but it is very expensive and effective. They consume very highly electricity working in
operations. There are two major metrics for reducing energy consumption in networks as, power and time. So any reliable networks the
performance must be less energy during throughput packet and transmission delivery. Energy Consumption is a valuable cost of any networks
over the lifetime. In this paper the recent techniques used for energy optimization in distributed computing.
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I. INTRODUCTION

Distributed Computing is an emerging area of research.
The application of distributed computing devices power
consumption is increasing day by day in all areas of network
application throughout the world. The broadband wired
communication network including the home personal
computers and number of popular devices are based on the
electrical application that gathered information from the
surrounding. These devices are highly Energy Efficiency
proposed due to their uses like Motherboard, processor,
electromechanical devices and HDD in the computer for
throughput the information processing. The proposed
constraint makes energy consumption one of the most
predicted areas among researcher and scientists. In these
computing networks, there have been various techniques for
reducing energy Consumption in previous and depend
basically to traffic Load. The networks consume the largest
amount of energy consumption which is observed to fix and
variable in wired networks with a huge number of
distributed networks. The highest energy consumption has
seen in Dataware center and IP backbone networks. The
method for reducing energy consumption is various types
and matrices found for energy-related of networks. It’s
divided into main categories (1) Network workload. (2) The
sleep mode approach. These two solutions can find the
energy to save extra energy. Therefore, a technique to find
for energy minimization or reducing is the research region in
networks. The current work is focussed on computational
techniques, which minimization the extra energy due to
traffic load. The energy performance formulates as,

Power < CV>xf (1)
or Power=kCV? xf ()

Where C is the capacitance, V is voltage, f is frequency and
k is the load factor.
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Performance-driven computer development has lasted
decades. Computers have been developed higher
performance. Three supercomputers have achieved Tera or
Peta flops speed such as supercomputer: Cray Jaguar,
Dawning Nebulae, and IBM Roadrunner

In the computing hardware characteristics as processing
speed, memory/storage capacity, and network capacity. the
power consumption an exponential speed, and the increased
energy consumption in areas, Industry Impact,
Environmental Impact, Research &  Development
organization and Science and Technological Impact.

1. METHODOLOGY

Hammadi et al. [1] have described a survey on
architectures and energy efficiency in data center networks.
The survey of existing techniques approaches for energy
saving and green data centers. Orgerie et al [2] have
described the techniques to improve the energy performance
of Computing and Networks devices in wired or wireless
networks. They had described the solution to improve such
as resource allocation, network traffic, and scheduling. Han
Song et al. [3] have proposed an algorithm for macro-base
stations and Femto-access points station for distributed
computing. Moety Farah et al. [4] have proposed the
multiple objective optimization methods is used in network
power consumption. The minimization of transmission delay
in wireless access networks used two techniques (i) IEEE
802.11 (ii) LTE network technology. Huang et al. [5] have
given a model for minimizing the data redundancy for
reliability to the distributed computing or cloud storage.
Hassan A. et al. [6] have proposed a method for finding the
scaling, communication, and performance for cloud
datacenter. In this experiments, they found the point to point
communication performance between nodes and network
size. Agostini et al. [7] have proposed a method for the
management of network and network performance
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technique for strategic multiplier networks. Alonso et al [8]
have given a novel methodology for reducing power
consumption in fat tree networks types. They have given a
latency, routing algorithms methods. Zdraveski et al. [9]
have proposed an algorithm for power saving by dynamic
intelligent load balancing technique in distributed networks.
Walkowiak [10] have developed the methodology for power
saving. They have proposed for power saving two methods
(1) elastic optical network (ii) operating expenditures for
finding cost and power consumption in big data. Al-Ayyoub
et al [11] have developed a model for power reducing in
data centers. In this model, they have described the model in
service like as (i) operational cost and (ii) service level
agreement. Bilal et al [12] have described the various
methods for finding the energy saving in the data center.
Rengarajan et al. [13] have investigated the sleep modes
technique for wireless access networks to the finding energy
optimization. The fixed computing component in network
utilization for finding the energy reduction. O’Neill et al.
[14] have described the role of energy consumption for
gaming system during the time of playing the game of the
networking. The gaming architecture and designed in large-
scale distribution networks. Qiu et al. [15] have given a
greedy model-based algorithm for improving the network
robustness and energy reduction technique in networks.
Cholda et al. [16] have described a solution to the find a
state of art between energy efficiency and resilience in
communication networks. A numerical algorithm is
designed for finding the energy performance by iterative
methods. Tang et al. [17] have given a particle swarm based
optimization algorithm for finding the energy optimization.
Jiang et al [18] have described a probability method for
designing a reliable cloud data. In this method the securing
the data and reliable to storage and re-outsourcing. Mershad
et al [19] have given a mathematical model for analyzing the
best result of power reducing in cloud data. They have good
explained for power consumption in various computers
hardware devices like CPU, Memory, and bandwidth.
Alkhanak et al. [20] have described a review and
classifications of t Cost optimization scheme for scheduling
in the cloud and distributed computing. He Li et al. [21]
have discussed an algorithm for an interconnection network
of high-performance computers. They have experimented
algorithm through folded hypercube. Banditwattanawong et
al. [22] have proposed a method for power optimization of
intelligent cloud data centers networks. A. Lynch et al. [23]
are designed to solve different kinds of distributed
algorithms covered in this book. The algorithms that arise,
the problems that telecommunications, information
distribution, scientific computing and real-time process
distribution. Elavarasan et al. [24] have proposed an
algorithm for energy consumption in network infrastructure
of the distributed data center. Lange et al [25] have
discovered the method for reducing energy consumption in
backbone networks data server. They have studied the
improvements methods for the energy consumptions of all
network operators. Bolla et al. [26] have studied the energy
efficiency in future networks and energy aware of stable
network architecture. Tseng and Chung et al. [27] have
given the methods for energy consumption in IP network the
energy consumption of mixed integer non-linear network
optimization problem. Baliga et al [28] have analyzed of
network distribution. They have described the energy
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consumption in wired, wireless, HFC networks, passive
optical networks, WiMAX, and optical access networks.
Gaona et al. [29] have proposed a model energy
optimization on the design of hardware transactional
memory systems. They have described the lazy-lazy
network systems energy consumption. Chiaraviglio et al
[30] have given a mathematical model for energy
consumption in distributed networks. They have described
the methodology in sleep mode, wake up and active mode.
Castane et al. [31] have examined the experimental formula
i.e. E-mc2 the framework model for energy modeling in
cloud networks. Schien et al [32] have developed a
mathematical model for energy consumption of online
multimedia services at the time of variability. Lin et al. [33]
have described mathematical model and algorithms for NP
complete problem. They have solved NP problem by the
method of Dijkstra’s algorithm and Yen’s k-shortest paths
algorithm.

A. Energy Saving Measurement
e Simulator based power estimation likes NS2,
OMNET++, OPNET, GloMoSim etc.
e Direct Measurement i.e. consolidated hardware
devices.
e Event based estimation i.e. discrete time interval.

B. Energy Computation in Hardware Devices of
Distributed Networks
The energy consumption consolidated hardware devices in
data centre is shown figure 1.
e Hard Disk: depend on different speed.

e Internet Card: it’s depending on different speed.

e CPU: it’s depending on different frequency and
voltage.

e  Motherboard: It’s depending on voltage.

e RAM: It’s depending on voltage

e Fan: It’s depending on voltage.

e Processor Controller Board (PCB): It controls all
process over voltage and power regulation.

Power Consumphionin Data Centre

m CPL

W Server

m UFRS

m Cooling

= Storage

mITequipment
HOD
Motherboard
Electromagnetic

Devicesi.e Fan
Others

Figurel. Hardware Devices wise Energy Consumption in
Data Centres.
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I11. MODE OF ENERGY CONSUMPTION IN DISTRIBUTED
NETWORKS

A. A Fixed Part or Static Mode Energy Consumption

In this part depends on system size and computing type
such as data storage, computing, and supporting networks
elements. In that part the energy consumption occurs in
leakage currents.

B. A Variable or Dynamic Mode Energy Consumption

In this part the works defining the results from the usage of
computing, storage and network devices caused by system
action. The energy consumption of a large scale distributed
networks is a big challenge.

Techniques for Energy Reduction
in Distributed Networks

Sleep
State
DVFS
Technology
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Software ]

Algorithms

[ Task Scheduling
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[ Virtualized Migration
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Imnrovements
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Ontimization -
J
Hardware
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\

Figure 2. Energy Reduction Methodology in Distributed
Computing.

3.1 Computing Devices for Energy Efficiency

Energy is defined as the rate of distributed system consumes
electrical power during operation, Energy computations of
the large scale distributed systems are as following
techniques.

C. DVS (Dynamic Voltage Scaling)

Its method is used to conserve energy in a data centre that
each processing elements like as,

Processing Peripheral Devices
> PD;=PD;+PDj....c.ec....... PD,, 3)

Where peripheral devices like Motherboard, CPU, Hard
Disk Drives (HDD). In that given all devices computes the
formula. Like CPU energy consumption by Equation 2,
here, supply voltage V can be scaled to a discrete number of
voltage levels. Frequency reducing power consumption will
increase the execution time of a task on a processing
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element. There are more useful for energy computation
technique because the DVS approaches are (1)
approximately solution of real problems (2) it has no
switching (3) it has close relationship among voltage,
power, and energy.

D. DFS (Dynamic Frequency Scaling)

DFS can be used for energy conservation by lowering the
heat produced in a processor by the low frequency. The low
frequency will increase the amount of time a PE needs to
complete a task. Energy is conserved with DFS because the
PE consumes less power when running at low frequency.

3.2 Energy for Traffic Signal or Flow Data Packets

The packet throughput of the transportation data for
processing occurs energy signal exhibits. The energy of the
signal in data transmission. The energy equation of every
packet frames in data transmission is given below:

E fNN" x(t)|dt o

the stationary equation of the data forwarding as given
Equation 5.

y=Xx(t)=a (sinwt + ¢) Q)
Where x (t) is linear time with distance node from vertices
or destination point. a is the amplitude of the transmission
time, ® is an angular frequency which depends on cycle per

1
second w =2nf, f :?, and during data sending , ¢ is the

phase difference between from the packet source to
destination packet. If x (t) is the voltage applied across a
load Q resistor, then x (t) is the power estimation. The
integration of power over time is total energy of the signal is
called energy E that can be extracted from the signal
continuous time T and the total energy depending on the
time interval.

1V. POWER COMPUTATION TECHNIQUES

Energy Efficiency
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Figure 3: Energy Efficiency Computing Model

A. Distributed and Data Centre Power Mnagement
The Following diagram represented in given below:
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e  Temperature Control by Data Centre Air Condition
(DCAC)

e Energy aware of task scheduling.

e Load estimation.

e  System configuration energy

e  Energy emits with CO,.

e Load balancing through data centres.

V. ENERGY COMPUTATION BY ROUTING A LGORITHMS

There are various methods for finding the energy
consumption by the method of routing algorithms.

A. Bellman- Ford Algorithm.

Its algorithms solve the single source shortest paths
problem. The graphs where the edge-weights may be
negative, but no negative weight cycle exists in dynamic
programming. The Bellman-ford equation is

d, (y)=min, {c(x,v)+d,(y)} (6)

dy«(y), be the cost of the least-cost path from node x to node y.
where the min v, in the equation, is taken over all of x is the
neighbors traveling from x to v, if we take the least-cost path
from v to y, the path cost will be c¢(x,v) + d, (y) . It begin by
traveling to some adjacent v, the minimum cost from x to y is
of ¢ (x,v)+ d, (y) across whole near vertices v.

B. Optimization Scheduling Algorithms for Energy

Efficient Networks The optimization algorithms are used
to find solutions for the energy consumption through task
scheduling allocation problem in the following figure 4. is
represented:

Optimization Scheduling Algorithms —

The routing algorithms in scheduling as

Process Optimization

Input Algorithms Scheduling

(1) Link sates routing
(2) Distance vector routing
(3) Minimum, Maximum and Mini-Max Scheduling

C. Dijkstra’s Algorithm

In this algorithm shortest path from a single source to all
destinations i.e. vertices on a graph with non-negative
weights. The algorithm is used for single source shortest path
but no negative cycles. In this algorithms divide the nodes
into two sets (a) Provisional Method (b) Permanent Method.
It finds the neighbors of a current node makes them
provisinal and examines if they pass the criteria makes them
permanent. Dijkstra's algorithm requires processing time
proportional to the number of links in the graph i.e. n * k
links and describes by the log of the number of nodes in the
net, it defines the originated term as O (n * k log n).

V1. CONCLUSIONS

Energy consumption is one of the most important roles in
the wired and wireless sensor networks. The main objective
of energy consumption computing is two types (i) Software-
based energy consumption techniques (ii) Hardware-based
energy consumption techniques. The DVFS techniques to
reduce power consumption of CPU during communication,
The routing scheduling techniques and algorithms are
methods of finding energy consumption as an important
computational method in networks. The Energy saving in
wire or distributed networks having a lot of challenges across
the world. In this paper, the energy consumption not only for
energy consumption but it is also used for energy balance to
increase and lifetime for futuristic.

Optimization Min

A 4 T A 4

Optimization Throughput
Max
A A

A 4

Optimization
Deadline

Optimization
Min-Max

Figure 4. Flowchart of Optimization Scheduling Algorithms in Networks
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