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Abstract: Reliability is the probability of failure free operation in a specified period of time within a specified environment. In another words, reliability is the probability that a system will execute without failure in a specified time. It is observed that mostly reliability measurement is done by using failure intensity.  The main objective of reliability is to measure the quality of software in terms of failure intensity. Therefore, if we want failure free system, it is necessary to avoid failures in a software system. From the study it was observed that the reliability of software is inversely proportional to the complexity of software. That means as complexity of software increases, the reliability of software will be decreased. Now a day, with technological advancements, it is very difficult to think any system without reliability feature. To observe the importance of reliability of software, in this paper, we tried to explore about the reliability of any software system and presented a framework to quantify reliability of any software system. We took some of case studies to quantify the failure free operation of a system. The study shows that the reliable component of software can be used for increasing the concept of reusability and results in decreasing development cost of any software. Finally, our aim is to estimate a reliability and handover the more reliable software system that can be used as component for another software system.
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Introduction
Reliability of system software is defined as the probability of failure free operation within a stated circumstance for a specified duration. Reliability is probably defined as the probability of favorable outcome (reliability=1-probability of failure), as the amount of failures. Reliability can be measured in terms of probability of failure free operation, failure intensity, and mean time between failures. There are two terms associated with reliability-fault and failure. Fault is a defect in the software, e.g. a bug in the code which may cause failure. Whereas failure is a situation of not meeting a beneficial or purposeful target and it may be viewed as the opposite of favorable outcome [1].Failure may be transient, permanent, recoverable, unrecoverable and cosmetic. Assessing reliability requires the following software engineering best practices and technical attributes: application architecture exercise, coding exercise, complexity of algorithms, complexity of programming exercise, component and pattern reuse, error and exception handling, software keep away from patterns or code that will lead to unexpected behaviors etc.
From the literature study it was noticed that software industries are suffering from the problem of software reliability since last three decades. As it is not possible to achieve complete reliable software but a developer tries to handover the software to the user with maximum reliability. There are many problems in the path of achieving reliability of software. As Reliability is the one of the most important factor among all the available factors of quality, therefore we cannot ignore reliability concept in software. Further it was also found that Reliability is directly proportional to the quality. That means as soon as reliability increases the quality of software is automatically increases. From the study it is observed that reliability of software lies between 0 to 1. Whenever we calculate reliability value of any software it will be between 0 and one. Studies say that there are numbers of techniques and methods are proposed by researchers for reliability prediction and optimization. Over two hundred software models have been proposed by researchers since the early 1970s, but how to estimate software reliability still remains broadly unresolved. No one model universally represents software reliability. 
Software modeling techniques can be further divided into two subcategories; prediction modeling and estimation modeling. Prediction models use historical data whereas estimation 
models use data from the current software development effort. Both types of modeling techniques are based on monitoring and gathering failure data [2].From the study it is noticed that classification of software reliability models are based on failure history and data requirement. Failure history can be grouped into four main classes as: time between failure models(TBF models e.g. J-M De-Eutrophication, Schick and Wolverton, Goel and Okumoto Imperfect Debugging, Littlewood-Verall Bayesian Models),fault count models (FC models e.g. Goel-Okumoto NHPP Model. Generalized Poisson Model, IBM Binomial and Poisson Models, Musa Okumoto Logarithmic Poisson Execution Time Model), fault seeding models (FS models e.g. Mills seeding model, Lipow model, Basin model) and input domain based models (IDB models e.g. Nelson Model, Ramamoorthy and Bastani Model).In spite of data requirement based models are grouped into two groups as empirical models and analytical models [3].From the literature survey we observed that there are  different techniques and methods  are used for fault removal and failure identification. Generally, we can say that reliability is prediction based because it depends on probability that how much the component is reliable. In this paper we talk about the reliability of component software. It increases the use of ‘off the shelf ‘component. If the developer used the reliable component according to their system software, it decreases the development cost and time. So we can say that reusability generally supports the reliability because reusability comes under the quality factor and as soon as reliability increases the quality is automatically increases. So we can produce good quality software.  Maintainability is another co-factor of reliability because maintaining a system with reliable component is easy because developer knows how to maintain a system.
 In this paper we give the mathematical theorem to identify and estimate the reliability of software system in terms of failure occurs in the software. 
Here section II describe the related work, section III describe what is reliability, section IV describe the proposed work to identify and estimate the reliability of software component and  flowchart for working process of making more reliable software component, section V describe the mathematical implementation of proposed methodology and give the result and section VI describe  conclusion and future work and section VII describe references.                                                                                          

 RELATED Work
Software reliability growth model is used for correction and modification in system software to improve reliability of software. Software reliability growth model require most important assumption like independence of time between failures, immediately correcting detected faults and correcting a fault without introducing a new faults. The main aim of software reliability growth model (SRGMs) is to designate the software’s way of acting with respect to software failures. Correction and modification made by the SRGMs to the system software resulting in a decreasing failure rate and increasing reliability as the testing progresses.SRGMs can be listed into two groups-time between failure models (Jelinski –Moranda model) and failure count model (Goel-Okumoto Nonhomogeneous Poisson Process model).Applicability and predictability are the two most important issue because there is not any single model which can be used universally in all the conditions [4]. Due to the software failure occurrences system software can cause severe consequences; the reliability of the software component is one of the most important questions for user and developer. A theory of software reliability is based on execution time and it gives a model that is easy, at first sight proposal, without delay useful [5].Improvement of software over time is proposed by Musa by using statistical analysis. A Bayesian reliability growth model (1973) provides special feature design to reproduce special properties of the growth in reliability of software. Bayesian model behave towards the situation where software is adequately complete their work for continuous time period between failures and repair these failure according to their rules[6]. In time between failure models, time between failures is assumed to follow an exponential distribution and distribution is treated as a random variable with a gamma distribution. Nelson gives the software reliability theory that provides the basis for reliability estimation (1978).In there theory Nelson estimating  the software reliability from test data[7].NHPP as a stochastic model used for the software failure case in which software failure process is examined to develop a appropriate  mean value function for the NHPP(1979).Software failure data is examined and compared with a past data[8].In 1983 S. Yamada gives a error detection model which is a non-homogeneous Poisson Process(NHPP).It gives a mean value function which has a S-shaped growth curve .This model is applied in real software error data[9].In 1985, Goel propose a gradual strategy for fitting a  model and describe it by an analysis of failure data from a medium sized real-time command and control software system[10].In 1992,Garg and Kapur develop a software reliability growth model which is based on NHPP.There assumption was that the detection of errors can also causes the detection of few remaining errors without these errors causing any failure. They also give the optimal release policy for SRGM which is based on cost reliability criterion. The failure phenomenon is described by an exponential growth curve whereas the error detection phenomenon is described by an S-shaped growth curve [11].In 2002, Stringfellow and Andrews suggest an empirical method for selecting S.R.G.Models to make release decisions. They also provides step by step procedures on how to select among the S.R.G.models to detect the error which causes the failure and correction of detected errors [12].In 2006,SRGM are successfully used for the detection of number of faults remaining in the software component and estimation of reliability[13]. In 2012,Problem searching, applying techniques to resolve or take off the problem and verifying& validating these techniques are three point on which reliability of software is working[14].In 2014,to locate the software error, Princy and Sridhar used the Yamada delayed s-shaped model[15]. This time researchers are focusing on big data.

SOFTWARE RELAIBILITY 
What is reliability? The most common software reliability definition, “Reliability is the probability of failure free operation of  a software in a given period of time and in a specified situation “.Reliability is estimated in terms of mean time between failure (MTBF) which is a sum of mean time to failure (MTTF) and mean time to repair (MTTR).[1] 

MTBF=MTTF+MTTR

MTBF means mean time between two consecutive failures. Reliability supports the quality factors like functionality, usability, efficiency, portability, maintainability, safety and security [7]. To maximize system reliability, enhancement of component reliability can be necessary. Achieving software reliability is more complex than hardware reliability. MTBF can be measured in terms failure rate .Failure rate of a system or software depends on time. Failure rate is the indication of failure per unit time. Generally it is denoted by Greek later (λ).For example: a Motorbike’s failure rate in its fifth year of service may be many times greater than its failure rate during its first year of service. Failure rate is inversely proportional to the mean time between failures (MTBF) [1].

PROPOSED METHODOLOGY
In our methodology, we show a mathematical algorithm to compute the reliability of a software component. It is a step by step process. The algorithm follows these steps.

Step 1. To process component-With the help of probability of failure, we estimate a probability of failure free operation of a software component. Reliability can be measured by probability of failure free operation of software.

Step 2. To apply test-Software tester apply different types of test cases to the software component according to their requirement.

Step 3. Evaluate probability of failure-If P1, P2, P3…Pn be the separate probabilities of n mutually exclusive failure. Let E1, E2, E3…En be the number of failures in a given time whose probabilities are respectively P1, P2, P3….Pn. Let N be the total number of test cases tested in specified time period. Time interval between software failures is independent.

Then by the statistical definition, the failure E1 will happen on P1N occasion and E2 will happen on P2N occasion and En will happen on PnN occasion.
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Step 4. To check reliability-Since reliability of software lies between 0 and 1 and probability is depend on success or failure. 

Probability of failure free operation =1-[image: image10.png]



Generally, reliability is estimated by probability of failure free operation.

Step 5. Apply software reliability growth models-To improve the reliability of software, software reliability growth models are applied. There are different types of reliability growth models are used for error removal and failure identification for example NHPP based RGMs, SRGMs for error removal phenomenon.
Step 6. Release-If reliability of software lies between 0.9 and 1 then release the software otherwise again apply the SRGMs. 

Step 7. End-process is complete.

This can also be understood by flowchart (Fig.1). Here we show a flowchart for making a more reliable software component. The whole testing is flow by this way. Firstly when data or component enters for test, it firstly identify that which type of failure occurs and how many times in the component test and evaluate the probability of each failure .Now estimate a failure free operation with the help of probability of failure occurs in the software component test.If reliability of software is lies between 0.9 to 1,it means software component is more reliable and release it.If reliability of software is not lies between given boundaries, so we apply a reliability growth models such as Goel-okumoto,G-O-s shaped ,Gompertz,Pareto,Weibull,Yamada exponential, Raleigh guarantee model and on homogeneous Poisson process. Then going for test and identify failure and check reliability lies between given condition .If yes, component is reliable otherwise go for apply models.
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Figl-Flowchart for handover maximum relizble component




Experimental Results
If we apply a proposed algorithm, the reliability of software component’s estimation is very easy and it is based on success or failure of operation. The data that we have presented or mentioned is my assumption and not tested in real software component. Table 1 shows this data. In the table N be the total number of test cases for a specified time. E1,E2,E3,E4,E5 and E6 are the types of failures in a specified period of time in  E1 type failure occurs 15 times,E2 types failure occurs15 times,E3 types failure occurs10 times,E4 types failure occurs 8 times,E5 failure occurs 7 times and E6 type failure occurs 5 times. These probabilities are respectively 0.075, 0.075, 0.05, 0.04, 0.035 and 0.025.Total probability of failure for specified time be 0.300 and probability of failure free operation (1- [image: image13.png]


) is 0.700.When we apply SRGMs, failure reduces and reliability improves but it is 0.8.So we again apply SRGMs for improving reliability, it is 0.950 which is lies between 0.9 and 1 and we release the more reliable software component.
Table I. Mathematical implementation of proposed theorem is shown in table.

	Test cases

       N
	Total time

(sec)
	Total failures
	Types of failure
	No. of Failures per time

     Ei
	Probability of no. of  failures per time 

     P(Ei)
	Total probability of failure in a given  time
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	Probability of  failure free operation
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	200
	100
	60
	6
	E1=15

E2=15

E3=10

E4=8

E5=7

E6=5


	P(E1)=0.075

P(E2)=0.075

P(E3)=0.05

P(E4)=0.04

P(E5)=0.035

P(E6)=0.025


	0.300
	0.700

	200
	100
	50
	       3
	E1=25

E2=10

E3=5
	P(E1)=0.125

P(E2)=0.05

P(E3)=0.025
	0.200
	0.800

	200
	100
	10
	3
	E1=5

E2=3

E3=2
	P(E1)=0.025

P(E2)=0.015

P(E3)=0.01
	0.050
	0.950


Conclusion And Future Work
We have reviewed the work done on reliability since 1973.from the study we observe that software reliability is the most effective and quantifiable aspect of software quality because software reliability plays a vital and stochastic role in the field of software development. Literature review shows that there are number of models exist but no one model can fit to the entire situation. In this paper, we implement a mathematical framework to identify reliability of software component with the help of probability of failure free operation. The main advantage of this algorithm is that it is a data oriented viewpoint and does not enforce any antagonistic thought on the environment of software system. The aim of this methodology is to make a more reliable software component. This mathematical formula is not implemented on real time data set. So my future work is based on implementation of proposed theorem on real time data set and proves it.
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