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Abstract— Fault tolerance is a key problem in Grid computing in which various kinds of devices are employed In this paper we project an efficient 

approach to handle failures in DDM services and requirements for fault tolerance in the Grid. This strategy permits user to obtain failure recovery 

whenever and wherever a crash can happen on a grid node in the network. The implemented Tool has been estimated on a real Grid setting to predict 

its effectiveness and performance. 
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I. INTRODUCTION 

Grid applications are in general distributed, heterogeneous 

multi-task applications where the component tasks integrated 

into the Grid applications could be implemented by arbitrary 

applications. Each task has its own failure semantics; that is, 

failure definition and failure handling strategies are specific to 

the task. For Example, a simulation task requires a certain 

amount of disk space to save temporary results. If enough disk 

space is not available, the simulation task will fail due to the lack 

of disk space. The Grid environment [1] refers to the Internet-

connected computing environment in which computing and data 

resources are geographically dispersed in different domains. 

There are various kinds of computing resources such as a single 

PC, workstations, clusters and supercomputers 

 

 

Figure 1: Grid Servicing 

The emergence of Grid technology and the ability to 

provide secure, reliable and scaleable high bandwidth access 

to distributed data sources across various administrative 

domains is set to play an important role in the area of data 

mining. This paper will present the nature of this industry 

with typical business examples to explain the types of errors 

encountered in real world data and the fuzzy approach to 

data matching. 

The Grid based Distributed Data Mining architecture [5] 

presented here is based on the Open Grid Services 

Architecture model [7] derived from the Open Grid Services 

Infrastructure specification defined by the OGSI Working 

Group within the GGF [8]. Open Grid Services Architecture 

is a service oriented architecture composed of a set of 

interfaces and their corresponding behaviors to facilitate 

distributed resource sharing and accessing in heterogeneous 

dynamic environments [9]. 

II. LITERATURE  SURVEY 

In the Literature there has been many systems are 

mentioned which proposes an interaction protocol and a 

specification language to meet the unique constraints of 

delivering data mining e-services. While current data 

mining query and specification languages focus on 

description of the data mining process, the proposed 

specification language captures preferences of clients, 

capabilities of service providers and specifies mutual access 

to data and computational resources. This facilitates 

processes such as selection of service providers and 

automated interaction to perform a DDM task following the 

selection. A mapping of the specification language to XML 
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is developed to support the implementation. The interaction 

protocol and the specification language have been used to 

implement a prototype system to demonstrate support for service 

provider selection through matching, ranking and negotiation as 

shown in the following figures. 

 

Figure 2: Task Execution 

Security for distributed processing is affected by the need to 

transmit information from one site to another over a potentially 

nonsecure medium (such as the Internet). This article doesn't 

cover security other than to note the issues involved and some of 

the techniques available. One approach to the distributed 

security-management problem, where many interacting parties 

may or may not be directly known to one another, is to use the 

federated network model [2],[3],[4]. 
 

 

Figure 3: Inter Federation Process 

III. PROPOSED WORK 

This Part presents the extension of the Mechanism Cited in 

the Part II with the aim of making it fault tolerant. This paper 

focus on presenting the fault tolerant Global Miner. 

a) Model of Distributed Data Mining 

 

Figure 4: Fault Tolerant Architecture 

A. Flow chart: 

 

Fig 5: Data Flow Mechanism 

The Fault tolerance on the Global Miner has been 

designed and implementing the primary backup Mechanism. 

Three main points satisfy the choice of this mechanism 

rather than the active replication.  

First, the primary-backup Strategy, which is simpler  

since the client has to communicate with only one service 

(i.e primary) and not with a whole group .Second practically 

it requires less CPU resources working, because at any 

instant only one service is running. Third, some algorithms 

exploiting this strategy assume that random operations (e.g., 

initialization) are performed on the Global Miner, means 

that an active-replication strategy [6] , that strictly requires 

the operations on the replica to be deterministic [10], can 

not be applied in this case. On the other side, a drawback of 

the primary-backup is that, in case of failure, the client 

receives the response with delay. Though since this 

mechanism is oriented to long-running tasks, the cut-over 

time should result a very short time-overhead for the overall 

time requested by the complete task execution.  
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The proposed fault-tolerant framework supposes the presence 

of a set of Global Miner replica, which is the primary at any 

time. The others are named backups. 

The primary-backup strategy [10] contemplates the following 

general steps: 

a. The client sends the invocation to the Primary Global 

Miner 

b. The primary receives the invocation and requests for 

local computations, immediately after such computation 

results are returned and the Global Model has been re-

computed, the primary sends a model-update message 

to the backups. 

c. If the primary crashes in the above point, a new primary 

is selected among the replicas, and it becomes the new 

primary of the system. 

d. Once the primary has received a reply of the state 

update from all backups, the response is sent to the 

client. 

The Three stages in any implementation of a primary-backup 

mechanism are as follows: 

i. Check pointing: The primary time to time sends the 

change in the Global Model (its state) to the backups; it 

generally consists of storing a snapshot of the current 

application state. The consistency has to be guaranteed 

among the backup states. The primary can continue its 

work (or reply to the client) only when it is known that 

the backups have applied the state change. 

ii. Failure detection: Failure of the primary node can be 

observed by a periodic message is sent to the backup; if 

no messages are sent for a given time, then then there is 

no failure on the primary node. 

iii. Recovery phase: Originally, one of the service instances 

is designated as a primary and others as backups. After a 

failure of the primary, the backups accept to restart the 

execution from the last checkpoint state. Hereafter, all 

future requests are directed to and processed by it.  
Let us explain the architecture and approaches implemented 

for the proposed fault-tolerant frame work. It contemplates the 

presence of r Global Miner, whose one is the Primary Global 

Miner and the others r − 1 are the Backup Global Miner. 

Moreover, the architecture contemplates also r − 1 Failure 

Detection and Recovery each one associated to a backup service  
iv. Task Execution: Figure 4 shows architecture with the 

Primary Global Miner and Two Backup Global Miners. 

After initialization process the client invokes the submit 

Global Task method of the Primary Global Miner, which 

observe proper executing the task .As seen in the Section 

II, the global node asks for some local elaborations to the 

local nodes and waits for their responses. During such a 

time, the Primary Global Miner periodically sends a 

heartbeat message to the Failure Detection Recovery 

system, to communicate that it is alive and correctly 

running. After all the local computations are completed 

the local models are dispatched to the global location, the 

integration of all these local models is performed and 

stored in the Global Model Resource. After completion of 

this process the new Global Model is sent to the 

backups by a synchronous method: The Primary 

Global Miner can send the final model to the client 

by notification. During Exe3cution the Primary 

Global Miner sends Heart Beat Message to fault 

detection and recovery system.   
 

IV. CONCLUSION 

Proposed Grid technology presents a framework that 

aims to provide access to heterogeneous resources in a 

secure, reliable and scalable manner across various 

administrative boundaries. The data mining sector is an 

ideal candidate to exploit the benefits of such a framework. 

However before widespread adoption happens within this 

sector a number of fundamental areas will need to be 

addressed: We use differential privacy to limit the potential 

information exposure about individual records during the 

data mining process 
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