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Abstract: Now-a-days, to reduce the effort of human and to improve the efficiency of the process, everything in this world is being 
computerized.  But also the user may face some problems while executing the program.  Program is software that contains a set of instructions to 
perform a task.  In order to make the process of developing program, an easier one, some developers develop software and implement them as a 
package.   
To access these packages much easier, some of them are released as an Open Source Software.  An Open Source Software is a software that is 
downloaded with free of cost.  In this Open Source Software, there exist many packages, classes and methods.  While using this Open Source 
Software, to develop an application, these packages are well-connected with that application.  It is necessary to generate a class file to start 
executing the application.  But the user doesn’t know the classes or its properties to compile them.   
To overcome this situation, in this paper, we propose a method to start compiling the classes in the package automatically.  Also if the path is not 
set correctly, it is also done systematically through the methodology proposed in this paper.   
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I. INTRODUCTION 

Computer and Internet are the two essential things in this 

world, to lead a life easier.  Almost all the things in this 

world are being computerized, to make it fast and efficient.  

To do this, everything is organized as a program.  Program 

consists of instructions which instruct the system about the 

process to be carried out.  To develop these programs, some 

of these instructions may be repeated for a certain number of 

times, such as for either input or output.  In this case, these 

instructions are grouped to form packages.  These packages 

can have classes, methods, variables and so on.   

There exist some pre-defined packages along with the 

software, in which the program is to be developed.  Since 

these packages are in-built with the software, we can able to 

use it while doing the program in that software.  Some 

software is released as an Open Source Software to make 

more number of users accessing the software. 

Open Source Software is the software that can be some 

specific features and it can be downloaded with free of cost.  

These open source software occupies less memory space, 

since it can be downloaded and used by all kinds of users 

and to enable more number of users to use it.   

This Open Source Software may also contain pre-

defined packages, JAR files and so on to make the program 

to be developed in an efficient manner.  While choosing the 

open source software, it may be possible to use all the 

packages in the software.  But the user may not know about 

the number of classes in the packages and also about the 

number of packages or JAR files.   

To make this possible, as defined in the paper [1], an 

automatic search engine is implemented to count the number 

of packages in the software, number of classes in the 

packages and so on.  Also, as defined in the paper [2], an 

algorithm is proposed to compile the packages automatically 

and to search for the error occurrence.  From the error, the 

error rate is calculated automatically.  And from the error 

rate, the value of the software is concluded.  

In some situation, there may be the necessary to use the 

JAR files in the software.  JAR files are the files that are 

defined as the Java ARchive Files, which are the already 

compiled file.  The JAR File is developed by the 

programmer and it is to be converted into a compiled file.  

This compiled file is then become available for use.  This 

compiled file is of error-free.  To use this compiled file, the 

class path of the JAR is given in a proper manner.  A Proper 

setup of the class path makes the JAR file and its properties 

to be implemented in the program.  The JAR files can also 

be implemented and use like a package.   

If the class path setup becomes wrong, the JAR file does 

not able to map with the program and so the program does 

not able to retrieve the functionality of the JAR files.  In that 

case, it is necessary to correct the class path setup.  But this 

JAR file is a pre-defined one, the user cannot able to 

identify the path of the file and so they might not able to 

correct the wrong path.   

In that situation, they might be in need of some help.  To 

help the user in this situation, this paper proposes an 

efficient methodology,   to detect and correct the path 

automatically.  This is due to the user cannot know about the 

source file for the JAR programs.  So the search engine 

automatically searches for the class files in the package, and 

then it set up the class path to proper implementation of the 

methodology into the program.   

The summary of the process that has to be automated to 

make the process efficient are as follows: 

a. Open the software and analyze it. 

b. Identify the number of packages, classes and 

methods in that software. 

c. Identify the name of these packages, classes and 

methods. 

d. Identify the JAR files in the software. 

e. Find the class file for the JAR. 
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f. Set up the path for the JAR file.  
Thus in this paper, an efficient methodology is to be 

implemented in our proposed work to make all the above 
mentioned process automated.  Thus this paper solves all the 
problems faced by the users while using the open source 
software.   

The organization of the paper is as follows:  This paper 
contains the related papers that are used to develop this 
research work in section II.  In section III, the proposed 
methodology is discussed with proper algorithm and 
flowchart.  In section IV, the experimental setup is described 
which will explain about the real time implementation of the 
methodology proposed in this paper.   

II. RELATED WORK 

To implement the methodology in our proposed work, 
the papers we referred are given below: 

As computers become an integral part of today’s society, 
making them dependable becomes increasingly important. 
Field studies [3] and everyday experience make it clear that 
the dominant cause of failures today is software faults, both 
in the application and system layers. Reducing the number 
of software faults and surviving the ones that remain is 
therefore an important challenge for the fault-tolerance 
community. 

Open source programs share a number of important 
characteristics. First, they are widely used and hence form a 
relevant base of software to study. For example, the Apache 
web server is used by 54% of all web sites [4]. Second, their 
development process is open. 

In particular, we wish to test the hypothesis that generic 
(i.e. not application-specific) recovery techniques, such as 
process pairs, can survive a majority of application faults. 
Our methodology differs from that of prior studies [5]. We 
reason from bug reports and source code as to whether a 
purely generic recovery system would have recovered from 
application faults, while past studies examine the field 
behavior of implemented, mostly generic recovery systems. 

Faults may be classified into two categories: operational 
and design [3]. Operational faults are caused by conditions 
such as wear-out and can be handled with simple 
replication. Faults caused by design bugs are much more 
difficult to handle, because simply replicating a buggy 
design often results in dependent failures in which all the 
replicas fail. Software faults are difficult to survive because 
they are all caused by design bugs. 

Nair et al. [6] described a case study of combinatorial 
testing for a small subsystem of a screen-based 
administrative database. The system was designed to present 
users with input screens, accept data, then process it and 
store it in a database. Size was not given, but similar 
systems normally range from a few hundred to a few 
thousand lines of code. This study was extremely limited in 
that only one screen of a subsystem with two known faults 
was involved, but pair wise testing was sufficient to detect 
both faults. 

Wallace and Kuhn [7] reviewed 15 years of medical 
device recall data gathered by the US Food and Drug 
Administration (FDA) to characterize the types of faults that 
occur in this application domain. These applications include 
any devices under FDA authority, but are primarily small to 
medium sized embedded systems, and would range from 
roughly 104 to 105 lines of code. All of the applications in 
the database were fielded systems that had been recalled 
because of reported defects. A limitation of this study, 
however, was that only 109 of the 342 recalls of software-

controlled devices contained enough information to 
determine the number of conditions required to replicate a 
given failure. Of these 109 cases, 97 percent of the reported 
flaws could be detected by testing all pairs of parameter 
settings, and only three of the recalls had an FTFI number 
greater than 2. (The number of failures triggered by a single 
condition was not given in [7], but we reviewed the data.) 
The most complex of these failures required four conditions. 
Kuhn and Reilly [8] analyzed reports in bug tracking 
databases for open source browser and server software, the 
Mozilla web browser and Apache server. Both were early 
releases that were undergoing incremental development. 
This study found that more than 70 percent of documented 
failures were triggered by only one or two conditions, and 
that no failure had an FTFI number greater than 6. Difficulty 
in interpreting some of the failure reports led to conservative 
assumptions regarding failure causes.  

Thus, some of the failures with high FTFI numbers may 
actually have been less than 6. Three other studies provided 
some limited information regarding fault interactions. Dalal 
et al. [9] demonstrated the effectiveness of pair wise testing 
in four case studies but did not investigate higher-degree 
interactions. Smith et al. [10] investigated pair wise testing 
of the Remote Agent Experiment (RAX) software on 
NASA’s Deep Space 1 mission. The RAX is an expert 
system that generates plans to carry out spacecraft 
operations without human intervention. This study found 
that testing all pairs of input values detected over 80 percent 
of the bugs classified as either ―correctness‖ or 
―convergence‖ flaws in onboard planning  software (i.e., 
successfully finding a feasible path), but only about half of 
engine and interface bugs [10]. The authors did not 
investigate higher-degree combinations required to trigger a 
failure. Pan [11] found that testing all values triggered more 
than 80 percent of detected errors in a selection of POSIX 
operating system function calls from 15 fielded commercial 
systems. Higher-degree combinations were not reported. 

Network layer transmission errors—which have been 
considered highly improbable for moderate-sized clusters—
cannot be ignored when dealing with large scale 
computations [12]. Additionally, the probability that a 
parallel application will encounter a process failure during 
its run increases with the number of processors that it uses. 
If the application is to survive a process failure without 
having to restart from the beginning, it either must regularly 
write checkpoint files (and restart the application from the 
last consistent checkpoint [13,14]) or the application itself 
must be able to adaptively handle process failures during 
runtime [15]. All of these issues are current, relevant 
research topics. Indeed, some have been addressed at 
various levels by different projects. However, no MPI 
implementation is currently capable of addressing all of 
them comprehensively. This directly implies that a new MPI 
implementation is necessary: one that is capable of 
providing a framework to address important issues in 
emerging networks and architectures. Building upon prior 
research, and influenced by experience gained from the code 
bases of the LAM/MPI [16], LA-MPI [12], and FT-MPI 
[15] projects, Open MPI is an all-new, production-quality 
MPI-2 implementation.  

In the paper [15] they describe a framework called 
Columbus [17] with which we are able to calculate the 
object oriented metrics validated in [18], [19], [20] and [21] 
for fault-proneness detection (similar results were presented 
also in [22] and [23]) from the source code of the well-
known open source web and e-mail suite called Mozilla [24, 
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25]. We then compare our results with those presented in 
[18]. 

Based upon these surveys, this paper is proposed with 
much better simulation model. 

III. METHODOLOGY 

A. Proposed Method: 

The aim of the proposed work is to propose a 
methodology to compile the package automatically and to 
set up the proper class path for implementing the methods in 
JAR files.   

The summary of the proposed work is as follows: First, 
the user selects the software to develop their program.  Upon 
selecting the software, the methodology proposed in this 
paper has to compile the software to identify the errors.  
From the deduced errors, the error rate is to be found out.   

After calculating the error rate, our work has to go 
through the errors and identify the reporting statement about 
the error.  The error may occur due to the pre-defined 
packages or due to the JAR files.  If the pre-defined 
packages contain error, it may be calculated as error rate.  If 
the JAR file connected with the program contains error, it 
may be due to wrong mapping of the class file of JAR or 
due to not set up the path properly.  If this is the case, then 
the methodology of this paper proceeds as follows: 

The user might not able to identify the class files in the 
JAR, since it is already a compiled program.  The user cant 
able to know about the properties and execution of the JAR 
files.  In this paper, the automatic search engine has to 
search for the class files in the JAR and the class path is set 
up properly.  This automatic process helps the user to run 
the software without any delay.   

And the user may be free from knowing about the JAR 
files and the class path set up. 

The process of locating the JAR files is carried out as 
follows: 

a. Identify the Errors. 
b. If the error is due to incorrect mapping of the JAR 

file, then the JAR file is analyzed to identify the class 
path. 

c. Detect the class path and map it with the program.  
d. Execute it after setting up of class path.  Thus the 

JAR file is implemented correctly. 

B. Algorithm: 

The proposed method proposes an algorithm to make the 
process of compiling and mapping the JAR files 
automatically with the program.  The algorithm is given 
below: 
Start 
Compile the program automatically 
Detect the errors and calculate the error rate. 
Identify the errors and categorize it (Either due to package 
error or due to JAR file mapping error) 
If error due to package error 
    Add it with the error rate 
Else if error due to the mapping of JAR file 
    Analyze the JAR file 
    Find the Class path 
    Set up the correct class path 
    Execute the program 
End if  
Stop  
 

IV. EXPERIMENTAL RESULTS 

The proposed work has to undergone for an experiment 
to test for its performance.  The experimental setup and the 
result are discussed in this section. 

The experimental setup is undertaken by taking a set of 
programmers. The programmers are instructed to develop a 
program by using the open source software. And their 
program must inherit the properties and classes of the 
packages in the software. Also the program must inherit the 
JAR files in its development.   

Upon developing the program, the program is compiled 
by the automation search engine proposed in the paper [2] 
and deduces the compilation errors.  From the compilation 
results, the error rate is deduced and then the errors are 
categorized.  From the classification, if it is found that the 
error has been occurred due to the class path of the JAR file, 
the algorithm is used to detect the correct class path. And 
the execution is made automatically upon setting up of the 
class path.   

Thus the proposed method is implemented with proper 
experimental setup and the mapping is done automatically.   

V. COMPARISON CHART 

To explain the efficiency of our work, we took some 

open source software for our analysis.  The performance of 

the open source software before the implementation of our 

algorithm and the performance of that software after the 

implementation of our algorithm is shown below: Also the 

comparison chart with suitable data is given. 

Table -1: Execution Rate (Before Implementation) 

Software Execution Rate (in %) 

ActiveMQ 50 

Apache 78 

BeanShell 95 

BlueJ 25 

IBM 24 

Eclipse 68 

EJB Benchmark 87 

Hibernate 90 

Jasper 91 
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Chart -1: Execution Rate (Before Implementation) 
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Table -2: Execution Rate (After Implementation) 

Software Execution Rate (in %) 

ActiveMQ 80 

Apache 82 

BeanShell 84 

BlueJ 75 

IBM 75 

Eclipse 80 

EJB Benchmark 90 

Hibernate 95 

Jasper 95 
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Chart -2: Execution Rate (After Implementation) 

Thus the comparison is made as shown in the table-1 and 

table-2 and the chart is shown in the chart-1 and chart-2. 

VI. CONCLUSION 

The aim of the paper is to develop an automation search 
engine to deduce the error occur in the JAR file mapping 
and correct the mapping automatically by detecting the 
correct path of the JAR file.   

This paper proposes an efficient methodology to achieve 
the aim of the paper.  This is useful in the development of 
the program with the use of JAR files.  JAR files are the 
files that are error-free.  If the proper implementation of the 
class path to the JAR files, the program has to be developed 
successfully.  

Thus this paper contains efficient methodology to reduce 
the error occurrence due to the JAR file mapping.   
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