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Abstract The E-commerce industry heavily relies on customer reviews to gauge product performance. In this paper, we leverage 

machine-learning techniques to analyze customer comments on a specific product. Our system employs data sets from Kaggle that 

include popular cell phones from around the world, classifying reviews as positive or negative. This approach helps sellers and 

company owners selling products online gain insight into customer satisfaction or dissatisfaction with their products. By analyzing 

customer feedback, businesses can improve their products and boost profits. To test our system, we used the Google Colab 

environment and experimented with three different algorithms: naïve bias, decision tree, and forest decision tree. The results 

indicated that the naïve bias algorithm had the highest accuracy (91.3%), precision (95.5%), recall (86.6%), and F-score (91%). 
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1. INTRODUCTION 

  The use of web technologies has become more popular in 

recent years. As a result, most individuals use the online 

application to voice their thoughts on buying and selling things. 

User-review sites are fast growing in popularity. On the 

internet, a customer may resort to writing a review about the 

goods he wishes to purchase. Hundreds of reviews are left on 

certain products. For both buyers and businesses, these opinions 

and reviews have become a valuable resource. Companies can 

use these opinions and reviews to improve and develop the 

items they offer. Because certain items have more significant 

characteristics than others and have a greater impact on a 

customer's purchase choice, the important aspects must be 

recognized [1]. A large number of users read the comments 

because they value what others have to say. These comments 

have an impact on the product; if the comments are favorable, 

the overall impression is positive; if the impression is negative 

and suspicious, the product suffers and the business or 

institution's reputation suffers. Some product remarks may be 

inaccurate, affecting the product's reputation. As a result, to 

grow earnings, companies have to offer positive and honest 

feedback. There are problems with evaluations and solutions to 

those problems. Consumers have reason to suspect comments 

and opinions, thus authenticity must be detected and 

authenticated such that fraudulent remarks are less likely. The 

Kaggle website provides a dataset containing comments from 

Amazon customers regarding cell phones from ten brands: 

Nokia, Apple, Samsung, OnePlus, Sony, ASUS, Google, 

HUAWEI, Motorola, and Xiaomi. [2]  

                 2. DATA PREPROCESSING: 

To effectively analyze customer comments, it is crucial to 
efficiently process the data in a useful manner. One way to do 
this is through data mining techniques that transform raw data 
into a more organized and manageable format. The initial steps 

involve converting all letters to lowercase, eliminating 
punctuation marks, and removing stop words such as "the," "is," 
and "a." Additionally, normalization should be applied to 
address common misspellings and abbreviations in comments. 
This includes converting text to a standard form, such as 
changing "gooooooood" to "good." By implementing these 
steps, the data becomes easier to analyze, enabling the 
identification of positive and negative opinions from customers. 
Upon completion of data processing, a dataset comprised 
exclusively of fundamental words is obtained, amenable to 
analysis and mining. This analytical process entails the 
identification of the most frequently occurring words, both 
positive and negative; using a variety of data mining 
algorithms.Fig2 shows a sample of the data set. Fig3Average 
rating count for positive and negative reviews  

3. RELATED WORK 

Customer satisfaction is crucial in marketing and research, 

especially regarding consumer behavior. Excellent service in 

hotels results in positive word-of-mouth transmission [3]. 

In their study, Heng et al [4] aimed to provide valuable insights 

into the factors that influence consumers' choices of food 

products when shopping online, given the increasing popularity 

of online food and grocery shopping. To achieve this, they 

analyzed Amazon's customer comments data using the R 

programming language. They cleaned and processed the 

comments texts to create a corpus of relevant comments by 

removing irrelevant and infrequent terms, making all terms 

lowercase, and eliminating numbers and special characters. 

They also combined words with the same root into a single term.  

 

Using the Late Dirichlet Allocation (LDA) algorithm, they 

identified the comments with a rating of 4 and above as good 

comments and generated a dummy variable called "Good." 

These comments accounted for nearly 85% of the total 

comments, indicating that consumers generally had a positive 

experience with the coffee products available on Amazon.com. 
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A study [5] was conducted to gather data from Twitter and 

Flexstar, to extract movie ratings from various sources. The data 

underwent data cleaning, and the text was converted to 

lowercase using Rapid Miner, Weka, and RStudio to help with 

data manipulation and comprehension. The paper utilized a 

dictionary-based algorithm for sentiment analysis, with the 

polarity of reviews being a crucial factor in determining the 

overall sentiment. The study not only focused on the sentiment 

of reviews but also predicted the movie rating using a machine-

learning class. The data was trained based on features such as 

popularity and positive and negative polarity percentages, after 

which the rating was assigned to a particular movie. The Naive 

Bayes algorithm resulted in the highest accuracy of 54.1%, with 

73% precision, 66%, recall, and an F-score of 61.6%, while the 

decision tree yielded 44.26% accuracy, 46% precision, 56% 

recall, and F-score 0f 62.6. 

4. PROPOSED METHODS 

In this section, we shall discuss two types of machine learning 

classifiers: Naïve Bayes , Decision Tree and Random forest. The 

topic of classification has been extensively researched in the 

fields of database management, data mining, and information 

retrieval. Classification involves identifying the class value of a 

set of training records (D = {X1,...,XN}) which are labeled with 

discrete values indexed by {1 ...k}. A classification model is 

constructed using the training data to link the features of a record 

to one of the available class labels. [6]. 

  4 .1 Naïve Bias Classifier 

The widely used Naïve Bias algorithm is a supervised technique 

that excels in classification tasks. It offers exceptional 

scalability, making it well-suited for two-layer or multiple-layer 

classification. This algorithm is driven by conditional 

probability, making it highly effective for analyzing textual data 

and performing sentiment analysis on customer feedback, 

including both positive and negative comments. Additionally, a 

speedy solution can deliver real-time predictions. The 

fundamental Naïve Bayes assumption is that each feature makes 

an Independent equal contribution to the outcome the formula 

is: 

P (A|B) = P (A AND B) / P (B) 

A naive Bayes model can be seen as a collection of unigram 

language models that are specific to each class. Each class's 

model creates a unigram language model. The likelihood 

features of the naive Bayes model assign a probability to each 

word, P(word|c), and subsequently assign a probability to each 

sentence as well: P(s|c) = Y i∈positions P(wi |c)[7]. 

  4.2 Decision Tree Classifier 

Experts in statistics, machine learning, pattern recognition, and 

data mining have discovered that decision trees are an effective 

method for representing classifiers. This involves creating a 

decision tree based on existing data. A decision tree is a 

classifier expressed as a recursive partition of the instance 

space. The decision tree consists of nodes that form a rooted 

tree, meaning it is a directed tree with a node called the "root" 

that has no incoming edges. All other nodes have only one 

incoming edge. A node with outgoing edges is referred to as an 

internal or test node, while all other nodes are called leaves or 

terminal nodes. In a decision tree, each internal node divides the 

instance space into two or more sub-spaces according to a 

certain discrete function of the input attribute values. Each test 

considers a single attribute, and the instance space is partitioned 

based on the attribute's value. For numeric attributes, the 

condition refers to a range. Each leaf is assigned to one class 

representing the most appropriate target value. Alternatively, 

the leaf may hold a probability vector indicating the probability 

of the target attribute having a certain value. Instances are 

classified by navigating them from the root of the tree down to 

a leaf, according to the outcome of the tests along the path. 

Internal nodes are represented as circles, whereas leaves are 

denoted as triangles. The decision tree incorporates both 

nominal and numeric attributes. With this classifier, an analyst 

can predict the response of a potential customer by sorting it 

down the tree and understanding the behavioral characteristics 

of the entire potential customer population regarding direct 

mailing. Each node is labeled with the attribute it tests, and its 

branches are labeled with their corresponding values [8]. 

 

 
Fig 1 Block diagram of the  decision tree 

 

 4.3 Random Forest Classifier 

To overcome the limitations of relying on a single prediction 

model, a researcher has developed a new ensemble method 

called Random Forest. This approach involves training multiple 

models using subsets of the same dataset. By combining the 

predictions of these models, the ensemble is able to achieve 

higher accuracy than a single model. The idea of using an 

ensemble approach dates back to the 1970s when researchers 

began combining multiple models to improve their forecasting 

accuracy [9].  

 

Random Forest utilizes decision trees as base classifiers. It 

generates multiple decision trees with randomization in two 

ways: (1) random sampling of data for bootstrap samples, as is 

done in bagging, and (2) random selection of input features for 

generating individual base decision trees. The strength of 

individual decision tree classifiers and the correlation among 

base trees are key issues that determine the generalization error 

of a Random Forest classifier. The accuracy of Random Forest 

classifier has been found to be on par with existing ensemble 

techniques like bagging and boosting. According to Breiman, 

Random Forest runs efficiently on large databases, can handle 

thousands of input variables without variable deletion, provides 

estimates of important variables, generates an internal unbiased 

estimate of generalization error as forest growing progresses, 

has an effective method for estimating missing data, maintains 

accuracy when a large proportion of data is missing, and has 

methods for balancing class error in class population 

unbalanced data sets [10]. A group of separately trained 

predictors, like neural networks or decision trees, that work 

together to classify new data instances is called an ensemble. 

Research has demonstrated that ensembles are frequently more 

precise than any single classifier in the group [11], [12],. The 

concept of bootstrap samples involves generating multiple 

classifiers from an original training dataset of size N in order to 

create an ensemble. If m individual classifiers are desired, m 

different training sets are generated from the original dataset by 
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sampling with replacement. These classifiers are independent of 

each other in bagging [13]. On the other hand, in boosting[14], 

weights are assigned to each sample from the training dataset. 

If m classifiers are to be generated, they are created 

sequentially, with one classifier generated in each iteration. To 

generate classifier Ci, the weights of training samples are 

updated based on the classification results of classifier Ci-1. The 

classifiers produced by boosting are dependent on each 

other.The concept of bootstrap samples involves generating 

multiple classifiers from an original training dataset of size N in 

order to create an ensemble. If m individual classifiers are 

desired, m different training sets are generated from the original 

dataset by sampling with replacement. These classifiers are 

independent of each other in bagging. On the other hand, in 

boosting, weights are assigned to each sample from the training 

dataset. If m classifiers are to be generated, they are created 

sequentially, with one classifier generated in each iteration. To 

generate classifier Ci, the weights of training samples are 

updated based on the classification results of classifier Ci-1. The 

classifiers produced by boosting are dependent on each other. 

 

 
 

         Figure 2: Sample of the data set 

 

 
 

Figure 3: Average rating count of more than 3 is a positive 

review otherwise it is a negative review   

 

 
 

Figure 4: Positive sentiments word cloud generation 

 

 

 
 

Figure 5: Negative 

 Sentiments word cloud generation 
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Figure 6: confusion matrix using Naïve Bias 

 

 
 

Figure 7: confusion matrix using Decision Tree 

 

 

Figure 8: confusion matrix using Random Forest 

 

 

5. TOOLS USED 

·       Google Colab environment 

The Python environment on Google servers is used to run 

scripts for analysis, preprocessing, and machine learning 

libraries. 

6. METHODOLGY  

It is crucial to fine-tune hyperparameters when training a 

Naïve Bayes model. The code for hyperparameter tuning is 

shown in Figure 9, and the results are displayed in Fig 10. 

The results of the three classifiers—the naive Bayes, 

decision trees, and random forests—will be compared to 

select the algorithm with the best ability to classify the user 

comments. 

7. CONFUSION MATRIX 

The confusion matrix is a highly useful tool in machine learning 

when it comes to predictive analysis. It plays a crucial role in 

evaluating the performance of classification-based machine 

learning models. Essentially, the matrix provides a summary of 

the correct and incorrect predictions made by a classifier or 

classification model for binary classification tasks. The matrix 

is an N x N grid used to assess the performance of a 

classification model, where N is the number of target classes. 

One can determine the accuracy of the model by analyzing the 

diagonal values of the confusion matrix, which represents the 

number of accurate classifications. The confusion matrix in 

fig6.can is divided into four regions [15]: 

 

𝑝𝑟𝑒𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

𝐹𝑆𝑐𝑜𝑟𝑒 =
2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

TP = the positive review of real data    

         classified as the positive review 

TN= the negative review of real data  

        classified as the negative review 

FP= the negative review of real data  

        classified as the positive review 

FN= the positive review of real data  

        classified as the negative review 

 

 



Salah Zaher, International Journal of Advanced Research in Computer Science, 14 (6), November-December 2023, 1-6 

© 2020-2023, IJARCS All Rights Reserved       5 

 
 

Fig.9 Hyperparmeter Tuning Naïve Bayes            

 
 

. 

Fig 10 alpha smoothing of NB algorithm 

          8. RESULTS 

Figures 4 and 5 display word clouds of positive and 

negative sentiments, respectively. Confusion matrices for 

Naïve Bias, Decision Tree, and Random Forest can be 

found in Figures 6, 7, and 8. Table 1 shows the accuracy, 

precision, Recall and Fscore of the three algorithms, which 

was calculated based on the confusion matrix.. 

      TABLE 1: METRIC RESULTS FOR THE THREE ALGORITHMS 

 Naïve 

Bias 

Decision 

Tree 

Forest 

Decision tree 

Accuracy 91.32% 83.06% 89.98% 

Precision  95.49% 83.43% 94.12% 

Recall 86.80% 82.63% 85.36% 

F Score 91% 83% 90% 

 

 
 

Fig 11 Comparison of the three algorithms  

 

 

Figure 11 compares the accuracy, precision, recall, and F-

score of three algorithms. The Naïve Bayes algorithm 

achieved the highest score across all metrics. 

                       9 . CONCLUSION 

 

Based on extensive testing, it has been established that the 

Naïve Bayes classifier is an excellent choice for sentiment 

analysis, achieving an impressive accuracy rate of 91.3%, a 

precision score of 95.5%, recall rate of 86.6% and F score 91%. 

Further analysis is recommended to compare the Naïve Bayes 

algorithm with other algorithms not examined in this study. 

Additionally, investigating other parameters that may affect the 

performance of the Naïve Bayes algorithm could lead to further 

improvements in its overall performance. 
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