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Abstract: The goal of this research is to create a prototype referred to as AI-WEAR: Smart Text Reader for Blind or Visually Impaired Students, 

which utilizes Raspberry Pi equipped with Audio-Visual Call and Google Assistance. The prototype incorporates various functionalities 
including text-to-speech capability for reading, Google assistance for online support, and video streaming through Jitsi Meet, enabling students 
to interact with their teachers. The device offers two modes of control: voice commands and user-friendly buttons with Braille letters engraved 
on them. OCR (Optical Character Recognition) and Text-to-Speech are integrated into the system. Synthesis techniques on the Raspberry Pi 
platform. By utilizing OCR, the device scans and extracts text, which is then converted into audio output through a headset. Additionally, the 
device employs GSM/GPRS technology to access the internet via cellular data when Wi-Fi connectivity is unavailable. The researcher employed 
the Long-Short Term Memory and Image processing algorithms in this project, and extensive testing and maintenance have been conducted, 

resulting in favourable evaluation outcomes. The prototype has successfully met the desires of the ISO/IEC 25010 standard. Although some 
adjustments may be necessary, this proposed device has significant potential to provide visually impaired individuals with innovative learning 
opportunities, especially in distance education settings. Furthermore, a cost-comparative analysis for future mass production of this assistive 
prototype tool for blind and visually impaired has been conducted. 
 
Keywords: Wearable text reader, Assistive technology, Text-to-speech device, Accessibility device, Blind and visually impaired aid, Portable 
text reader, Optical character recognition (OCR) device, Voice output device, Wearable assistive device 

 

INTRODUCTION 

 
The World Health Organization (2019) estimates that there are 
around 9 million blind and visually impaired individuals in 
Southeast Asia, including ASEAN countries. Despite this high 
number, assistive technologies are not widely available in the 
region, causing significant barriers for blind/visually impaired 

students to access education. The lack of appropriate assistive 
technologies poses significant challenges for blind and visually 
impaired students in ASEAN to access education. By using 
assistive tools, these students can access educational materials, 
communicate effectively with teachers and peers, and 
independently perform various tasks. Providing assistive 
technologies is also essential in enhancing the quality of education 
for these students and ensuring equal opportunities for their 

success. Limited assistive technologies in the Philippines remain a 
constraint for visually impaired students' right to education. 
Although the government and non-government institutions support 
Special Education (SPED) Centers, a steady decline in enrolment 
persists nationwide. Worsen by the COVID-19 pandemic, learners 
with visual impairment struggle to obtain an inclusive and high-
quality education. Today, their main challenge is the inability to 
read digital text information since Braille is limited to 2 printed 

materials. Although advanced assistive devices exist, the costs are 
prohibitive and lack features that enable communication between 
the students and teachers in virtual learning. Until now, their access 
to low-cost and innovative reading tools is insufficient for 
interactive education. Thus, it is critical to address this issue to 
comprehend and develop solutions, providing the needs of visually 

impaired students while meeting the new demands of the evolving 
education system. UNICEF Philippines survey (2021) found that 
students with disabilities are mainly concerned about access to 
education and lack of assistive technologies during the pandemic. 
The objective of the study was to design an assistive device that is 
affordable, effective, and easy to use, which could enhance the 
learning experience of students who were blind or visually 

impaired. The researcher aimed to develop an AI-WEAR: Smart 
Text Reader for Blind/Visually Impaired Students that uses 
Raspberry Pi, Audio-Visual Call, and Google Assistance. The 
study involved visually impaired students from a few selected basic 
Education DepEd schools in Laguna and collaborated with the 
National Council on Disability Affairs, a government agency 
responsible for managing disability-related policies and initiatives 
across public and private organizations. This device had text 

recognition for reading, real-time video streaming for online help, 
Google assistance for online information, and a user-friendly 
button for the controller where the braille letters engrave. This 
assistive device could elevate both teaching and learning methods 
in special education while contributing to the importance of 
technological advancement today. 

A. Research Objectives 

 
The objective of this research was to assess the 

effectiveness of AI-WEAR: Smart Text Reader for 
Blind/Visually Impaired Students using Raspberry Pi with 
Audio-Visual Call and Google Assistance in empowering 
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visually impaired students to independently access the 
digital world, thereby improving their learning status. The 
study involved blind/visually impaired students from 
selected DepEd schools in Laguna and collaborated with the 
National Council on Disability Affairs, a national 
government agency responsible for coordinating disability-
related policies and activities across public and private 
organizations. The researcher wanted to accomplish the 
following goals:  

 To design and develop a wearable Raspberry Pi 
device that incorporates text-to-speech (TTS) 
technology and camera to assist blind/visually 
impaired students in reading their learning 
materials. 

 To design and construct an advanced educational 
assistance device for blind/visually impaired 
students. The device should utilize a camera to 
capture text, which was then be processed by: 

o Google Tesseract OCR to convert it into 
machine-readable text. 

o OpenCV was used for image 
preprocessing to enhance the quality of the 
captured text. The device should also 
feature 

o Google Assistant for voice control, 
providing an accessible learning 
experience for visually impaired students. 

 To develop a system that maintains the accuracy of 
the data dictated by the system to the user with 
advanced features such as text recognition, text-to-
speech. 

 To test and evaluate the prototype using the ISO 
25010 as an evaluation tool for assessing the 
following attributes: Functionality, Reliability, 
Portability, Usability, Performance Efficiency, 
Security, Compatibility, and Maintainability. 

 To use cost comparative analysis, the device must 
offer superior educational aid compared to other 
assistive devices available for the blind/visually 
impaired in the market. 

II. METHODOLOGY 

A. Research Design 

 

The researcher opted to use prototype model and 

experimental research design. Experimental research can be 

conducted in prototype model development to test the 

effectiveness and functionality of a prototype. In this 

context, prototype development is an iterative process that 
involves creating a preliminary version of a product or 

system to test and evaluate its features and functionalities. 

Experimental research can be used to test the prototype 

model in various ways, such as: Testing the functionality: 

Experimental research can be used to test the functionality 

of the prototype model by manipulating one or more 

variables and measuring their effects on the prototype's 

performance. Identifying design flaws: Experimental 

research can also be used to identify design flaws in the 

prototype model by testing it in various scenarios and 

observing its performance. Improving user experience: 
Experimental research can be used to improve the user 

experience of the prototype model by testing it with 

potential users and obtaining feedback on its usability and 

ease of use. Overall, experimental research can be a valuable 

tool for improving the effectiveness and functionality of a 

prototype model by identifying design flaws, testing its 

performance, and improving the user experience. 

 

B. Applied Concepts and Techniques 

 

The Speech Language Processing is a field within computer 

science that deals with the automatic analysis and synthesis 
of speech and language. It encompasses technologies such 

as speech recognition, natural language understanding, and 

text-tospeech synthesis. The components of SLP include 

signal processing, acoustic modeling, language modeling, 

and dialog systems. The application areas of SLP are varied 

and include automatic speech recognition, text-to-speech 

synthesis, and machine translation. Despite advancements in 

SLP, there are still challenges that need to be addressed. 

Nonetheless, the field has made significant strides in recent 

years. The purpose of managing a human-computer system 

dialog in speech language 57 processing is to enable the 
computer system to properly interpret and respond to spoken 

input from a human user. The ultimate goal of managing a 

human-computer system dialog in speech language 

processing is to enable seamless communication between 

the user and the computer system. This can be achieved 

through a variety of techniques, including the use of 

machine learning, natural language processing, and dialogue 

management. The Application Programming Interface (API) 

is a set of programming instructions and standards used to 

access information and services from a software application. 

In Speech language processing, API can be used to access 

speech recognition and voice synthesis systems, natural 
language processing services, and other related 

technologies. API can also be used to access language 

databases, such as dictionaries and encyclopedias. API can 

help developers create more efficient and powerful 

applications by providing access to a wide range of services 

and data. Image processing can be used to recognize speech 

from images, extract text from images. This includes 

operations such as resizing, cropping, filtering, color 

correction, image recognition, and object detection. An 

online assistant for visually impaired people can provide a 

range of services, including providing access to information, 
support with communication, helping with navigation and 

providing activities and entertainment. It can also provide 

personalized guidance and assistance tailored to the 

individual’s needs, making it easier and more enjoyable for 

the visually impaired to access the internet. Digital Voice 

assistants are becoming increasingly popular for people with 

visual impairments. These digital assistants provide audio 

feedback, allowing users to interact with their devices 

without having to look at a screen. 

 

 

Algorithm 

 

Algorithm analysis is a process of examining and evaluating 

the performance of an algorithm in terms of its efficiency 

and effectiveness. Image processing libraries like OpenCV 

and Tesseract OCR are often used in algorithm analysis to 

improve the accuracy and speed of image recognition and 

text extraction. OpenCV provides computer vision and 

image manipulation functionalities, while Tesseract OCR 

employs the Long Short-term Memory (LSTM) algorithm to 
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extract text from images. The LSTM algorithm helps 

Tesseract OCR to support sequence processing, enabling it 

to keep relevant information and discard irrelevant 

information in every single cell, leading to more efficient 

and accurate text extraction from images.  

 Image Processing Libraries The system operates 

image processing, such as OpenCV and Tesseract 

OCR libraries which make the text to speech 
processing efficient. OpenCV provides computer 

vision and functionalities which generally not 

provided by other libraries such as filtering, 

opening, manipulating images. Tesseract OCR 

provides extraction of text from images that 

automatically pre-process images using 

binarization to make it easier time decipher images. 

 Long Short-term Memory (LSTM) Algorithm 

Tesseract used Long Short-term Memory (LSTM) 

algorithm in which supports sequence processing 

when extracting text. This kept the relevant 
information and all the irrelevant information gets 

discarded in every single cell 

 

C. Data Collection Methods  

 
The researcher used three (3) methods in collecting data 

as Interviews, Internet Research, and 
Surveys/Questionnaire.  

 

Interview  

 

The researcher wrote a letter to Calamba Integrated School 

(CIS), which provides SPED classes with a program for 

visually impaired students. After conducting an interview 

both in person and online, the researcher was able to 

pinpoint a number of the students' needs in relation to the 

prototype's developed system integration. Both the teachers 

and the students discussed the difficulties they had with the 
online classes. The researcher was able to determine the 

features and order of importance in creating the prototype 

with system integration based on the needs and desires of 

the students and teachers when it comes to design 

prototypes. The researcher then sent a letter of 

communication to the Council on Disability Affairs 

(NCDA) asking for a list of schools offering programs for 

visually impaired students in order to conduct a more 

thorough evaluation. The NCDA gave the researcher the go-

ahead to contact DepEd Laguna for particular schools.  

 

Internet Research  
 

The researcher leveraged the abundant information available 

on the internet to gather data on the requirements of visually 

impaired students. This information was crucial in designing 

and building a prototype with the Application Programming 

Interface (API). The internet was extensively used to 

research and identify the possible functions and features of 

the desired output application for the study. The researcher 

collected ideas, concepts, information, 60 and processes 

from existing software and applications related to the study. 

Due to the vast amount of information available, the 
researcher carefully selected and filtered the data to extract 

relevant information for the study. The gathered information 

aided in formulating new ideas and concepts for the 

development process of the AI-WEAR: Smart Text Reader 

for Blind/Visually Impaired Students using Raspberry Pi 

with Audio-Visual Call and Google Assistance, which were 

integrated with existing ones. Additionally, the internet 

served as a valuable resource for the researcher to learn 

programming skills, such as Python programming and API 

integration, as well as raspberry pi microcomputer 

configuration and termination. It also provided guidance on 
how to apply Cost Benefits Analysis and Prototype Model in 

the research process.  

 

Surveys/Questionnaires  

 

After the prototype was created, survey evaluations were 

given out, and the respondents responded. Based on 

requirements adopted the ISO 25010 acceptability for 

Functionality, Reliability, Portability, Usability, 

Performance Efficiency, Security, Compatibility, and 

Maintainability (John Estdale & Elli Georgiadou, 2018) the 
researcher conducts an evaluation 

 

D. Development Methodology 

  

According to Daniel Galin (2018), prototypes should be 

developed, with a focus on functionality, usability, and 

performance. He emphasizes that prototypes should not be 

viewed as throw away artefacts, but rather as valuable 

deliverables that can help improve the quality of the final 

software product. 

 

 
 
Figure 1. Prototype Model 

 

Overall, perspective on prototype models in software 

development emphasizes their role in understanding user 

requirements, validating design decisions, and involving 

stakeholders in the development process. His approach 
aligns with the iterative and incremental nature of modern 

software development methodologies and highlights the 

importance of prototyping as a valuable technique for 

improving software quality.  
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Requirement gathering 

 

This phase includes an outline of the problem area and an 

analysis of the system's requirements. The researcher 

determines and examine the target functions of the system. 

They provide a requirement specification that discusses all 

the necessities to establish the project. 

Blind/Visually impaired students struggle to learn 
independently in distant modalities as their resources are 

limited to the Braille system and audio-visual aid. They 

remain underprivileged in adopting the digital world. In that 

case, their learning might not be efficient in today's distant 

learning since they cannot access online information and 

lack interaction with their teachers. 

 

Quick Design  

 

In this phase, researcher adopt the paper prototype is one of 

the earliest forms of prototyping you can use—it’s a 
prototype created using pen and paper. Paper prototyping 

allows you to create multiple versions of your design and 

quickly validate them with your users (Nick Babich, 2021). 

The researcher has chosen to utilize paper prototyping as a 

cost-effective and convenient means of exploring and 

evaluating concepts.  

 

Build prototype 
 

The system block diagram is provided to emphasize the role 

of hardware requirements in the prototyping. In figure 4, the 

main components of the system are represented by blocks 

while arrows signify their connections. These connected 

blocks are crucial in the development of the system. 

 

 
Figure 2. System Block Diagram 

 

 

 

Evaluation of prototype 

 

The researcher used the ISO/IEC 25010 (International 

Organization for Standardization/International 

Electrotechnical Commission) as the basis to examine and 

evaluate the system’s performance. ISO/ IEC 25010 is an 

international standard software quality model designed to 
assess and ensure the effectiveness of software systems. It 

included eight main quality characteristics: functionality 

suitability, 68 reliability, portability, usability, performance 

efficiency, security, compatibility, and maintainability. 

 

Refine and Validation 

 

The researcher utilized a survey questionnaire based on ISO 

(International Organization for Standardization) / IEE 

(International Electrotechnical Commission) 25010 to 
evaluate the system’s overall performance. The researcher 

discussed each phase of ISO/IEE 25010 to relate the 

questionnaire to their study. This kind of method is enough 

to gather information about the assessment of Smart Text 

Reader using Raspberry Pi with Audio-Visual Call and 

Google assistance. Moreover, the researcher established the 

validity of the questionnaire by presenting it to the thesis 

adviser, professors, and college dean that are experts in the 

field 

 

System Architecture 
 

 
Figure 3. System Architecture of the System 

 

The figure 3 above showed the system architecture of the 

study. The study had two categories: (1) teacher and (2) 

student to operate the system. The arrows provided the 

direction where the system connected to each functionality. 

The module served as the main component of software and 

hardware enabling system operation. The data processed 
from the input module such as the camera, microphone, and 

GSM/GPRS for the internet connectivity. In this study, 

every hardware module designated to its process in the 

system. Teacher functionality depended on internet 

availability once the video call button Jitsi meet provided 

video chat to their teacher for video conferencing. Text 

recognition produced a text-to-speech output using the 

output module such as speaker/earphone. The system 

accessibility required an image processing library such as 

OpenCV and Tesseract OCR, used for output accuracy. 

Google assistant provided the necessary online information 

of the user, and at the same time, the study aimed to 
improve the learning status of visually impaired students by 

providing them access to the digital world. AI Wear Smart 

Text Reader Wearable Device had a text recognition system, 

real-time video streaming for online help, Google assistant 

for online information, and a user-friendly button for the 

controller where the braille letters engraved. Proper relation 

and integration of the variables led to satisfaction 
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Use Case Diagram 

 

 
 

Figure 4. Use Case Diagram of the System 

 

The Blind/Visually Impaired were major users of the 

prototype that accessed text capturing and image processing, 

utilized Google assistance for online assistance, and 

requested video conferencing with teachers. Guardian 

assisted the blind or visually impaired in charging and 

connecting the device to the internet for the prototype's 
online features. Teacher accepted emails initiated by 

students from the prototype, copied the code, and pasted it 

onto the website for video conferencing and online classes. 

 

Data Flow Diagrams 

 
Figure 5. Data Flow Diagram of the System 

 

The diagram above depicts the system's image 

processing, which converts the camera-captured image into 

speech. Initially, the system locates the image directory and 

reads it with OpenCV. When the existence of the file is 

validated, it performs pre-processing. The system will detect 

the image contour as it contains excessive background noise 

for the Tesseract to recognize. Moreover, if the image 

surpasses the file parameter, the system will automatically 
perform Region of Interest Extraction (ROI). ROI defines 

the borders of an object under consideration. 

 

 

 

 

 

 

 

 

 

 

 

 

 

System Flowchart 

 

 
 

Figure 6. System Flowchart 

 

As shown in the figure, the system operates initially 

with Google assistance. Using the controller button, the user 

can access the different features of the system by manually 
pressing it. Visually impaired can detect what button to 

press based on the Braille letters engraved on the buttons. 

The camera button enables the system to capture and save 

the image file. The text-to-speech button processes the 

captured image into text then converts it into voice output. It 

also allows the user to replay the text in the current image 

captured by the system. As for the video conference button, 

the system delivers video streaming through Jitsi Meet.  

However, the system cannot run the programs 

simultaneously; it requires finishing the first executable 

program before selecting others. Based on the user's needs, 
once a button is pressed, the system executes that program 

and processes each output needed. Once the system finishes 

executing the user's request, the program will test the system 

if the Google assistance is terminated, it will allow the user 

to start it again. Whereas if the user does not want to use 

Google assistance, the system will return to the choices 

button. Google assistance will be temporarily unavailable 

until the user starts it again. 

 

Analysis and Design 

 

The gathered data was carefully examined to see how it 
could be utilized to address the issue raised in the previous 

stage during the analysis and design process. The process of 

conception was started, which required finding and choosing 

the right algorithms and methodologies to apply to the 

system. 
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Design and Coding 

 

In this phase, researcher demonstrated a concrete layout 

based on the determined functionalities and components of 

the prototype device. It highlights the system's coding and 

development plan. This phase also defines an overall system 

architecture and the system design. 

 

Testing Phase 

 

In this phase, each unit of the system combined to produce 

the final product. The compatibility of the components was 

examined and evaluated according to the specified as an 

individual module of the system successfully operates, this 

was coordinated functionalities. Also, the system was tested 

according to its overall capability. Into the system. 

Processes and components underlying in Text-to-speech, 

Google assistance, and video-conference features of the 

system were integrated into the device. Other requirements 
were also administered. Upon developing the system, the 

compatibility of the functions and components was tested. 

Modification and adjustment were done to make the system 

operate simultaneously; the system undergone testing until it 

successfully embodies the target outcome of the study 

 

Maintenance Phase 

 

At this point, the system is operational and readily available 

for administration and testing. The system was implemented 

to the visually impaired students for purpose evaluation that 

concerns the improvement of their learning status. 
Respondents tested the system’s overall performance 

according to functionality suitability, reliability, portability, 

usability, performance efficiency, security, compatibility, 

and maintainability. Moreover, this stage includes methods 

and recommendations to maintain the system's productivity. 

 

E. Data Model Generation 

 

The figure 7 shows the thresholding and binarization of 

the captured image of Pi camera using OpenCV image 

processing. Bounding box served as the pre-processing 
image marking which for the Region of Interest (ROI) 

extraction. It changed the pixels of an image to make the 

image easier to analyze and that was used by the system to 

find easily the image contour or edges for ROI (Region of 

Interest) extraction. 

 
 

Figure 7. ROI Extraction 

 

 
 

Results and Discussion 

 

RESEARCH OBJECTIVE 1: To design and develop a 

wearable Raspberry Pi device that incorporates text-to-

speech (TTS) technology and camera to assist blind/visually 

impaired students in reading their learning materials. 

 

 
 

 

Figure 9. Raspberry pi embedded with text to speech. 

 
The system ran mainly on python scripts. Consisting of the 

main script, which held the initialization code that setups the 

system; a camera script to capture an image and 
automatically save it to the directory; a video conference 

script for sending emails based on the registered address; a 

text to speech script which processes the conversion of 

image to extracted and 70 output through the speaker; and a 

configure script containing the essential setup values used 

by the main script. 

 

RESEARCH OBJECTIVE 2: To design and construct 

an advanced educational assistance device for blind/visually 

impaired students. The device should utilize a camera to 

capture text, which was then be processed by: 

 

 Google Tesseract OCR to convert it into machine-

readable text. 

 
Figure 10.  OCR Process flow 

 

 OpenCV was used for image preprocessing to 

enhance the quality of the captured text. The device 

should also feature 

 
Figure 11: Image Pre-Processing 

The figure 8 shows the pre-processing of the image after the 

extraction of ROI. After converting the image into grayscale 
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and applying the thresholding it converted the image into 

binarize image. Once the system receives the binarize image 

it removed the noise from the image before the text 

extraction through dilation and erosion. The dilation 

procedure looked for similar pixels that overlap between the 

structuring element and the binary picture. If there is an 

overlap, the pixels under the structural element's center 

position was set to 1 or black. In contrast, erosion is the 
process that determines whether or not there is a complete 

overlap with the structural element. If there is no complete 

overlapping, the center pixel indicated by the structural 

element's center was set to white or 0.  

 

 Google Assistant for voice control, providing an 

accessible learning experience for visually 

impaired students. 

 

 
Figure 12: Framework used by the developed system 

 

The figure 12 shows the Speech Language Processing 

theoretical framework based on the study conducted by Dan 

Jurafsky and James H. Martin (2020). In the realm of 

Speech Language Processing (SLP), the Text processing 
component involves analyzing written and spoken language 

to extract meaningful information. This can be achieved 

through the use of text summarization algorithms, which 

identify important points within a document, and text 

classification algorithms, which categorize documents into 

various groups. These tasks are crucial for effective SLP. 

 

RESEARCH OBJECTIVE 3: To develop a system that 

maintains the accuracy of the data dictated by the system to 

the user with advanced features such as text recognition, 

text-to-speech. 
 

The data from accuracy testing of prototype thru the use 

of Pi camera module. It helped the researcher in proving that 

this study would help in dictating the text in front of the 

user. 
 

The figure 13 depicts the distance during the trials when 

capturing image including the height of the table and chair. 

This may vary depends on the height of the user. The 

distance of the camera from the text to capture is based on 

the specification of camera. The angle used is the standard 

reading position in which the perspective view of the camera 

can capture. The concluded distance and angle are result 

from the sample images captured. 
 

 

 
Figure 13: Image Capturing Distance 

 

Table 1: Average Font Accuracy Test 

Font 
Font 

Size 

Average 

Accuracy 

Rate/ 

Word 

Average 

Accuracy 

Rate/ 

Character 

Average 

text 

extraction 

process in 

sec(s) 

Times New 

Roman 12 76.36% 94.00% 5.34 

Arial 12 76.45% 93.46% 4.63 

Consolas 12 90.28% 97.68% 4.68 

Courier 

New 12 90.89% 98.01% 5.44 

Calibri 

(Body) 12 73.41% 92.84% 4.16 

Font 
Font 

Size 

Average 

Accuracy 

Rate/ 

Word 

Average 

Accuracy 

Rate/ 

Character 

Average 

text 

extraction 

process in 

sec(s) 

Times New 

Roman 13 82.90% 95.69% 5.34 

Arial 13 80.00% 95.50% 4.71 

Consolas 13 93.64% 95.50% 4.88 

Courier 

New 13 94.63% 98.81% 5.84 

Calibri 

(Body) 13 82.10% 96.42% 4.38 

Font 
Font 

Size 

Average 

Accuracy 

Rate/ 

Word 

Average 

Accuracy 

Rate/ 

Character 

Average 

text 

extraction 

process in 

sec(s) 

Times New 

Roman 14 95.05% 98.71% 4.36 

Arial 14 95.19% 98.81% 5.54 

Consolas 14 96.50% 99.12% 5.65 

Courier 

New 14 96.87% 99.28% 6.44 

Calibri 

(Body) 14 93.46% 98.50% 5.08 

 

 

Table 1 shows the average percent error of the ten (10) trials 

in every font size with the overall total of (two hundred 

fifty) 250 trials that have made to test the accuracy rate of 
the text detection feature of the system. All the sample text 
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captured during the accuracy test is in the exact format of 

double-spacing with varying font sizes. 

• Times New Roman: The scale of 12 font of Times New 

Roman a member of serif types font shows 76.36% average 

accuracy rate while character accuracy rate shows 94%. This 

results to 5.34secs average total time duration of text 

extraction process from the image. 

• Arial: The scale of 12 font of Arial a member of sans serif 
types font shows 76.45% average accuracy rate while 

character accuracy rate shows 93.46%. This results to 

4.63secs average total time duration of text extraction 

process from the image. 

• Consolas: The scale of 12 font of Consolas a member of 

monospaced types font shows 90.28% average accuracy rate 

while character accuracy rate shows 97.68%. This results to 

4.68secs average total time duration of text extraction 

process from the image. 

• Courier New: The scale of 12 font of Courier New a 

member of serif types font shows 90.89% average accuracy 
rate while character accuracy rate shows 98.01%. This 

results to 5.44secs average total time duration of text 

extraction process from the image. 

• Calibri: The scale of 12 font of Calibri a member of sans 

serif types font shows 73.41% average accuracy rate while 

character accuracy rate shows 92.84%. This results to 

4.16secs average total time duration of text extraction 

process from the image. 

• Times New Roman: The scale of 13 font of Times New 

Roman a member of serif types font shows 82.90% average 

accuracy rate while character accuracy rate shows 95.69%. 

This results to 5.34secs average total time duration of text 
extraction process from the image. 

• Arial: The scale of 13 font of Arial a member of sans serif 

types font shows 80% average accuracy rate while character 

accuracy rate shows 95.50%. This results to 4.71secs 

average total time duration of text extraction process from 

the image. 

• Consolas: The scale of 13 font of Consolas a member of 

monospaced types font shows 93.64% average accuracy rate 

while character accuracy rate shows 98.50%. This results to 

4.88secs average total time duration of text extraction 

process from the image. 
• Courier New: The scale of 13 font of Courier New a 

member of serif types font shows 94.63% average accuracy 

rate while character accuracy rate shows 98.81%. This 

results to 5.84secs average total time duration of text 

extraction process from the image. 

• Calibri: The scale of 13 font of Calibri a member of sans 

serif types font shows 82.10% average accuracy rate while 

character accuracy rate shows 96.42%. This results to 

4.38secs average total time duration of text extraction 

process from the image. 

• Times New Roman: The scale of 14 font of Times New 

Roman a member of serif types font shows 95.05% average 
accuracy rate while character accuracy rate shows 98.71%. 

This results to 4.36secs average total time duration of text 

extraction process from the image. 

• Arial: The scale of 14 font of Arial a member of sans serif 

types font shows 95.19% average accuracy rate while 

character accuracy rate shows 98.81%. This results to 

5.54secs average total time duration of text extraction 

process from the image. 

• Consolas: The scale of 14 font of Consolas a member of 

monospaced types font shows 96.50% average accuracy rate 

while character accuracy rate shows 99.12%. This results to 

5.65secs average total time duration of text extraction 

process from the image. 

• Courier New: The scale of 14 font of Courier New a 

member of serif types font shows 96.87% average accuracy 

rate while character accuracy rate shows 99.28%. This 
results to 6.44secs average total time duration of text 

extraction process from the image. 

• Calibri: The scale of 14 font of Calibri a member of sans 

serif types font shows 93.46% average accuracy rate while 

character accuracy rate shows 98.50%. This results to 

5.08secs average total time duration of text extraction 

process from the image. 

• Times New Roman: The scale of 15 font of Times New 

Roman a member of serif types font shows 97.94% average 

accuracy rate while character accuracy rate shows 99.41%. 

This results to 4.18secs average total time duration of text 
extraction process from the image. 

• Arial: The scale of 15 font of Arial a member of sans serif 

types font shows 97.48% average accuracy rate while 

character accuracy rate shows 99.36%. This results to 

5.70secs average total time duration of text extraction 

process from the image. 

 

The data gathered for the accuracy test is based on 

the system captured and its font’s characteristics. Times 

New Roman font is short descenders to allow tight lines 

pacing and a relatively condensed appearance. Arial font is 

the overall treatment of curves is softer and fuller than in 
most industrial style sans serif faces. Consolas font 

characters have the same width and also include hanging or 

lining numerals; slashed, dotted and normal zeros; and 

alternative shapes for a number of lowercase letters. Courier 

new font has the higher line space than other fonts it is 

where the punctuation marks were reworked to make the 

dots and commas heavier. Calibri font has subtle rounded 

stems and corners, which are visible at larger sizes, create a 

warm and soft character.  

 

The accuracy rate shows a high percentage in 
Courier New which is a monospaced type. It shows an 

average of 99.44% accuracy rate in word and 99.83% in 

character. The lowest accuracy shows in Calibri font which 

average of 98.46% in word and 99.68% in character. In 

contrast with the average text extraction, Courier New 

shows a high text extraction process in the average of 7.24 

seconds and the lowest text extraction is the Times New 

Roman with an average of 4.11 seconds. The text extraction 

process also affects the temperature of the system. The 

higher the temperature of the system the lower response 

rate. The percentage error may vary depends on the image 

quality, position and angle to capture. 
 

RESEARCH OBJECTIVE 4: How does the prototype 

of the educational assistance device perform in terms of 

functionality and meet the standards outlined in the ISO 

25010 evaluation tool? 
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Table 2: Summary of the Result of the Evaluation Procedure 

 
Legend: 4.20 -5.00 Outstanding- Extremely Satisfied (ES) 

3.40 – 4.19 Very Satisfactory -Very Satisfied (VS) 2.60 – 

3.39 Satisfactory Satisfied (S) 1.80 – 2.59 Unsatisfactory 

Dissatisfied (D) 1.00 – 1.79 Poor - Very Dissatisfied (VD) 

 

The AI-WEAR: Smart Text Reader for Blind/Visually 
Impaired Students using Raspberry Pi with Audio-Visual 

Call and Google Assistance has gone through several 123 

trials to determine the system's functionality suitability, 

reliability, portability, usability, performance efficiency, 

security, compatibility, and maintainability. According to 

the results, the system obtained a total mean of 4.41, marked 

as "Extremely Satisfied/Outstanding". This signifies that 

both professionals and clients were highly satisfied with the 

system's characteristics. Moreover, it passed on the standard 

rating level of ISO/IEC 25010. Although evaluators stated 

that the system requires additional improvements, they also 

commended its usability and compatibility. This remark 
indicates that the system performed effectively and achieved 

its goals. Evaluating the prototype helped the researcher to 

further understand how the study answered the problems 

being discussed before and during the research period. Also, 

the researcher identified whether the goals and objectives 

were met and achieved. With the help also of the evaluation 

procedure, possible improvement and recommendation were 

raised and identified. 

 

RESEARCH OBJECTIVE 5: To use cost comparative 

analysis, the device must offer superior educational aid 
compared to other assistive devices available for the 

blind/visually impaired in the market 

 

Cost-Comparative Analysis Results 

 

 The researcher itemized the necessary materials and tools 

for constructing a prototype, and conducted a comparative 

analysis to estimate production costs by comparing it with 

existing products. This type of analysis involves evaluating 

and comparing the expenses, economic, environmental and 

health and safety associated with different options, with the 

goal of determining which option is the most cost-effective 
or offers the best value. Essentially, it involves scrutinizing 

and contrasting the prices of various choices to determine 

the most economical or advantageous one.  

 
 

 

 

 

 

Table 3: Hardware materials billing  

 

 

Economic  

The total cost of the project depends on the hardware and 

software tools being used. Software: Operating system 

installed on the microcontroller and programming which 
cost nothing. The website system features of AI-Wear Php 

259/month for web hosting and domain. Product 

Comparison  

1. KISA Phone - Php 23,398  

2. Orcam Read - Php 109,450  

3. OrCam MyEye 2.0 - Php 247,500  

4. "SMART" GLASSES FOR THE BLIND - Php 61,090 

5. AI-WEAR: Smart Text Reader for Blind/Visually 

Impaired Students using Raspberry Pi with Audio-Visual 

Call and Google Assistance - Php 15,110  

From the given list, the KISA Phone is the most 

affordable option at Php 23,398. It is followed by the AI-
WEAR: Smart Text Reader for Blind/Visually Impaired 

Students using Raspberry Pi with Audio-Visual Call and 

Google Assistance at Php 15,110 is the device development 

cost, and if it is going to deploy in the market, it costs 

₱18,132 with a mark-up average of 200%. On the higher 

end of the price range, the OrCam MyEye 2.0 is the most 

expensive option at Php 247,500, followed by the Orcam 

Read at Php 109,450 and "SMART" GLASSES FOR THE 

BLIND at Php 61,090. 

 

Environmental  
The system itself does not affect environmental 

concerns. The device is constructed using PLA plastic for 

3D printing filaments. PLA is biodegradable under 

commercial composting conditions and degrades within 

twelve weeks, making it an environmentally preferable 

alternative to conventional plastics, which may take decades 

to decompose and produce microplastics. Additionally, the 

system utilizes Lithium Polymer batteries. Since lithium-ion 

batteries contain fewer harmful elements than traditional 

batteries that may include toxic metals like lead or 

cadmium, they are generally regarded as non-hazardous 

waste. However, improper disposal can degrade the soil and 
contaminate air and water. 
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III. SUMMARY, CONCLUSION AND RECOMMENDATION 

Summary 

 

The objective of the study was to create a prototype for 
system integration called "AI-WEAR: Smart Text Reader 

for Blind/Visually Impaired Students using Raspberry Pi 

with Audio-Visual Call and Google Assistance" that would 

aid blind and visually impaired students. The prototype was 

designed to be user-friendly and portable so that it could be 

taken anywhere as long as there was an internet connection.  

The prototype's features included an assistive tool that 

interacted with Google Assistance, used image processing to 

read text and translate it into human language, and had a 

long-lasting battery for prolonged online classes. To create 

the prototype, the researcher conducted interviews with 

blind and visually impaired students to gather specifications. 
The researcher utilized a prototyping model for quick 

prototyping and system development and reached out to the 

Education DepEd schools in Laguna and the National 

Council on Disability Affairs for prototype testing. 

Lastly, The AI-WEAR prototype underwent several 

trials to assess its functionality, suitability, reliability, 

portability, usability, performance efficiency, security, 

compatibility, and maintainability. The system received a 

mean score of 4.38, indicating a high level of satisfaction 

among professionals and clients. It also met the standard 

rating level of ISO/IEC 25010. While evaluators suggested 
that the system could benefit from further improvements, 

they praised its usability and compatibility, which suggests 

that it performed well and achieved its goals. 

 

Conclusions 

 

There are several issues concerning education, 

particularly for students with special needs. One of these is 

the inability of the visually impaired to access quality 

learning opportunities. Since the establishment of traditional 

education, visually impaired students have faced significant 

challenges, affecting their self-esteem. Furthermore, the 
transition to distance learning has amplified their problems 

requiring them to navigate the digital world. Hence, this 

calls for attention and innovative solution.  

The aforementioned issues were resolved with the 

introduction of AI-WEAR: Smart Text Reader for 

Blind/Visually Impaired Students using Raspberry Pi with 

Audio-Visual Call and Google Assistance. The Smart Text 

Reader system, which incorporates Jitsi Meet and Google 

Assistance API, is intended to provide a high-quality 

education for visually impaired students. Compared to the 

existing learning materials or gadgets for visually impaired 
students, such as the braille system, this device assists them 

in reading, learning, enjoying online, and interacting with 

people at a distance. Thus, it increased their confidence in 

acquiring independent learning, allowing them to keep up 

with today’s technologically demanding society.  

The innovation in this study involves multiple trials and 

maintenance, which significantly impact the assessment 

results of the system. The device produces an average 

99.44% accuracy rate in font 16 of Courier New which 

proves its reliability for the information dictated by the 

system. In contrast, it includes some factors to maintain its 
accuracy, such as proper lighting and distance of the camera 

in the text image. With all the system features, the device 

can run up to 10 hours of usage. Additionally, the test for 

getting the command using voice speech proves that the 

system is reliable. This helped the user efficiently run the 

device and command the system for the information the user 

wants. Therefore, the innovation of assistive devices in the 

form of Text Reader Glasses significantly impacts the 

current situation of blind/visually impaired students and 
non-students. It caters to their needs to access learning 

opportunities by providing features and functions intended 

to upgrade their educational method. 

 

Recommendations 

 

Upon the development of AI-WEAR: Smart Text Reader 

for Blind/Visually Impaired Students using Raspberry Pi 

with Audio-Visual Call and Google Assistance the 

researcher highly recommends the following: 

 
1. Improve the casing for the weight and size of the 

device  

2. Improve camera features  

2.1 HD Lens for more detailed image quality  

2.2 Wide Lens for a wide range of image  

3. Use notification if the camera has the right angle and 

distance to capture.  

4. Increase the number of word capabilities for text 

detection.  

5. Increase the number of font styles it can recognize.  

6. Adding detection of mathematical equation. 

7. Use other voice synthesizers for much clearer results in 
both English and Filipino language.  

8. Use other technology rather than GSM Module for 

cellular data connection.  

9. Adding features such as Braille system reader, object 

and bills detection.  

10. Incorporating a white LED lens into the prototype can 

enhance its capability to capture images of the 

processing. 
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