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Abstract: Natural Language Processing has seen a surge in research on Automatic Question Generation (AQG) in recent times. AQG has proven 

to be an effective tool for Computer-Assisted Assessments by reducing the costs of manual question construction and generating a continuous 
stream of new questions. These questions are usually in the format of "WH" or reading comprehension type questions. To ensure natural and 
diverse questions, they must be semantically distinct based on their assessment level while maintaining consistency in their answers. This is 
particularly crucial in industries like education and publishing.In our research paper, we introduce a novel approach for generating diverse 
question sequences and answers using a new module called the "Focus Generator". This module is integrated into an existing "encoder-decoder" 

model to guide the decoder in generating questions based on selected focus contents. To generate answer tags, we employ a keyword generation 
algorithm and a pool of candidate focus from which we select the top three based on their level of information. The selected focus content is then 
utilized to generate semantically distinct questions. 
 
Keywords: The Focus Generator, Decoder, and Natural Language Processing are all interconnected and work together semantically. 

 

I. INTRODUCTION 

Several researchers have made efforts in the recent past 
to improve the performance of decoder models. Some 
researchers suggest implementing alternative search 
strategies to the decoder, while others recommend using a 
combination of decoders to achieve better results. 

All proposed a method for generating diverse questions 
with the same answer, which has been explored by other 
researchers as well. Some have suggested modifications to 
the decoder, such as using alternative search strategies or 
multiple decoders. However, obtaining the necessary data in 
this format can be challenging in real-world situations. To 
address this, et al proposed focused content selection and a 
standard encoder-decoder model to generate diverse 
questions. They, along with other researchers, used the 
Stanford Question Dataset (Squad) for training, testing, and 
validation. However, these methods can be complex to apply 
in real-world scenarios, as they require data in a specific 
format. To overcome this limitation, our model is designed to 
generate questions from any text automatically, without the 
need for manual intervention. This makes testing and 
validation of the output easier and more user-friendly 
compared to using standard datasets like Squad. 

The subject of generating diverse questions with the same 
answer has been recently explored by several researchers. 
Various approaches have been suggested, such as modifying 
the decoder through alternative search strategies and 
combining decoders. However, the main idea conveyed in 

the original statement is preserved Real-life scenarios, which 
limits the applicability of these methods. To address this 
issue, our approach is designed to generate questions without 
the need for manual intervention and can work with any 
piece of text. This makes testing and validating the output 
much more straightforward and user-friendly. Our model's 
architecture is tailored to handle diverse question generation 
with the same answer, without relying on specific data 
formats. 

 
Our model overcomes the limitation of requiring manual 

intervention to generate questions from any text. This 
simplifies testing and validation of the output and focuses on 
content selection using a standard encoder-decoder model to 
generate diverse target sequences. Previous works on 
Automatic porker et.., have limitations in deriving inference 
for real-world scenarios due to the specific format Question 
Generation (AQG), including the use of the Stanford 
Question Dataset (Squad) by Raj of the data. Squad, for 
instance, contains a sentence, a question, and its respective 
answer in the training set and the model generates questions 
corresponding to the answer given a passage. However, 
obtaining data in this format is not always feasible in real-life 
scenarios. Our model is designed to generate questions from 
any piece of text without requiring manual intervention, and 
its architecture allows for fluent and user-friendly testing and 
validation of the output. 
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II. REVIEW OF LITERATURE 

Ragasudha; M.Saravanan[4] Examinations are crucial 
and Question Generation is a research direction in Natural 
Language Processing that has gained attention over the past 
few decades. Its objective is to automatically generate 
questions from a given text, with answers found in the 
passage. AQG has many potential applications across various 
domains. In education and publishing, it can simplify tasks 
for teachers and students. It can also assist chat bots, suggest 
FAQ, facilitate intelligent tutoring, and generate questions 
for self-learning tutorials used in training and testing. 

The main focus of our project is to generate question 
pairs automatically for academic purposes. This is because 
the manual process of generating questions is time-
consuming and tedious, and students need to be exposed to 
questions of varying difficulty levels based on their 
assessment levels. Several researchers have attempted to 
generate diverse sets of questions from a single source using 
machine learning models, with the encoder-decoder model 
being a popular choice due to its high accuracy. The goal of 
examination is to test a student's knowledge and ability, but 
creating question papers can be challenging and time-
consuming for teachers. Our proposed solution uses Bloom's 
Taxonomy and a random package to simplify the question 
paper creation process. Our system covers six levels of 
Bloom's Taxonomy to ensure high-quality question 
generation, and questions are stored in a database for easy 
access. With a click of a button, the question paper is 
automatically generated in PDF format and sent to the 
teacher, eliminating the possibility of human error. 

Chainman A.Nwafor, Ikechukwu E. Onyenwe[2] 
Generating multiple-choice questions (MCQG) automatically 
is a challenging yet beneficial task in Natural Language 
Processing (NLP). It involves generating correct and relevant 
questions from textual data without human intervention. 
Creating sizable, meaningful, and relevant questions 
manually can be time-consuming and challenging for 
educators. In this paper, we propose an NLP-based system 
for automatic MCQG for Computer-Based Testing 
Examination (CBTE). We employ NLP techniques to extract 
keywords that are significant in a given lesson material. To 
assess the system's effectiveness and efficiency, we use five 
lesson materials to ensure that the system is not flawed. The 
teacher's manually extracted keywords are compared to the 
auto-generated keywords, and the result shows that the 
system can extract keywords from lesson materials to set 
examinable questions. We present these outcomes in a user-
friendly interface for easy access. 
SusmitaGangopadhyay; S.M Ravikiranp [5] Our research 
focuses on Question Generation (QG), which involves 
generating plausible questions based on a given <passage, 
answer> pair. Two common approaches are template-based 
QG, which transforms declarative sentences into 
interrogatives using linguistically-informed heuristics, and 
supervised QG, which trains a system using existing 
Question Answering (QA) datasets. However, both 
approaches have limitations, such as being heavily tied to 
their declarative counterparts or the domain/language of the 
QA dataset used for training. 

To overcome these limitations, we propose an 
unsupervised QG method that uses questions generated 
heuristically from summaries as training data. We use freely 
available news summary data and apply heuristics informed 
by dependency parsing, named entity recognition, and 
semantic role labeling to transform declarative summary 
sentences into appropriate questions. These questions are 

combined with the original news articles to train an end-to-
end neural QG model. We evaluate our approach using 
unsupervised QA and demonstrate its transferability and 
effectiveness in both in-domain and out-of-domain datasets 
Our proposed QG module outperforms the current state-of-
the-art model with 1.2% improvement in BLEU4 score and 
20% less training time. Additionally, our models are user-
friendly and provide ease of deriving inference. 
ChenyangLyu, LifeShang, Yvette Graham, Jennifer 
Foster, Xin Jiang, Qun Liu[1]The task of Question 
Generation (QG) involves generating a plausible question for 
a given <passage, answer> pair. Template-based QG utilizes 
linguistically-informed heuristics to convert declarative 
sentences into interrogatives, while supervised QG trains a 
system to generate a question based on a passage and an 
answer using existing Question Answering (QA) datasets. 
One drawback of the heuristic approach is that the generated 
questions are closely linked to their declarative counterparts. 
A disadvantage of the supervised approach is that it is closely 
tied to the domain/language of the QA dataset used for 
training. To address these limitations, an unsupervised QG 
approach is proposed that employs questions generated 
heuristically from summaries as training data for a QG 
system. This method utilizes freely available news summary 
data and transforms declarative summary sentences into 
appropriate questions using heuristics informed by 
dependency parsing, named entity recognition, and semantic 
role labeling. The resulting questions are combined with the 
original news articles to train an end-to-end neural QG 
model. The proposed approach is evaluated using 
unsupervised QA, where the QG model generates synthetic 
QA pairs for training a QA model. Experimental results 
demonstrate the effectiveness of this approach, with the QA 
model achieving superior performance on three in-domain 
datasets (SQuAD1.1, Natural Questions, Trivia) and three 
out-of-domain datasets (News A, Boas, Dour) using only 20k 
English Wikipedia-based synthetic QA pairs, thus 
showcasing the transferability of the method. 
Jonathan C. Brown, Gwen A. Frishkoff, Maxine 
Eskenazi.[3] The REAP system offers users tailored texts 
based on their individual reading levels. To determine 
appropriate texts, the system assesses the user's vocabulary 
knowledge. This paper describes a method for generating 
questions to evaluate vocabulary. Traditionally, such 
assessments were created by hand. By utilizing data from 
Word Net, we produce six types of vocabulary questions that 
may take the form of word banks or multiple-choice formats. 
Our experimental findings demonstrate that the 
automatically-generated questions yield vocabulary skill 
measurements that correlate positively with subject 
performance on human-written questions. Furthermore, our 
approach to automatic word knowledge assessment shows 
strong correlations with standardized vocabulary tests, 
indicating its validity. 

III. METHODOLOGY 

The software for automatic question generation using 
NLP concept is being developed in this project. The use of 
NLP concept ensures automatic generation of accurate 
questions. The project employs Spacey and NER model for 
its implementation.  

A. Advantages 

 The level of prediction is high. 

https://ieeexplore.ieee.org/author/37088754630
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 The task of automatically reading the text file and 

generating questions is being performed. 

B. Data Collection 

The process of gathering, measuring, and analyzing 
precise information using established and validated 
techniques is referred to as data collection. Researchers can 
assess their hypotheses based on the data they gather. 
Regardless of the field of research, data collection is 
typically the first and most critical step in research. The 
method of data collection varies depending on the type of 
information needed for different fields of study.For this 
project, we are utilizing a dataset consisting of textual 
information. Every file in the dataset contains a paragraph.  

C. Load the Text File Data 

 To access the dataset, load the text data set into the 
code file. The statement is unchanged in meaning, 
with only minor modifications made to sentence 
structure for improved flow and readability. 

 Every time we require a new output, we must import 
a dataset. The meaning of the original statement is 
retained, with only minor adjustments made to 
sentence structure and wording for improved clarity. 

 There are sets of text files available in the data base 
that contains paragraphs. The statement remains the 
same, with only minor alterations made to sentence 
structure and phrasing for better clarity.. 

D. Model Implementation 

 We are utilizing natural language processing (NLP) 
to construct questions from the text file for this 
project. The content of the statement is preserved 
while the sentence structure has been slightly 
modified for improved read ability.  

  Using this algorithm, the text files were readied and 
generator questions automatically based on the 
paragraph.  

E. NLP 

 Natural language processing (NLP) is a field of 
computer science, and more specifically, artificial 
intelligence (AI), which aims to equip computers with the 
ability to comprehend and interpret text and spoken language 
in a manner similar to humans. The essence of the statement 
remains unchanged, with only minor modifications made to 
phrasing and structure for better flow and readability. 

NLP utilizes a combination of computational linguistics, 
which involves the rule-based modeling of human language, 
and statistical, machine learning, and deep learning models. 
This combination of technologies enables computers to 
effectively process human language, whether it's in the form 
of text or voice data, and to fully comprehend its meaning, 
including the speaker or writer's intent and sentiment. The 
meaning of the original statement is retained, with only slight 
changes to sentence structure and wording for improved 
clarity. 

NLP, or natural language processing, is the technology 
behind computer programs that enable translation of text 
from one language to another, respond to spoken commands, 
and quickly summarize large volumes of text, often in real 
time. You may have already experienced NLP through voice-
controlled GPS systems, digital assistants, speech-to-text 
dictation software, chat bots for customer service, and other 
similar consumer applications. However, NLP is increasingly 
being used in enterprise solutions that aim to streamline 

business operations, enhance employee productivity, and 
simplify critical business processes. 

F. Saving the Output in New File 

The questions were automatically generated and saved in 
a separate file, which was then saved in your folder. The 
content remains the same, but the sentence structure has been 
slightly altered for better readability. 

 

Figure 1 : System Architecture 

At the start of the process, the text can be extracted from 
either a file or user input. The sentences within the text are 
then separated using a delimiter. The main objective of 
chunking is to group the sentences into noun phrases. This is 
achieved through the use of regular expressions that combine 
the parts of speech tags. Nouns are paired with related verbs 
or adjectives to form noun phrases. Through experimentation 
with various combinations, sentences in the form of 
questions are generated. 
 
IV.  EXPERIMENTAL RESULTS 

 

Figure 2 :Accuracy Model 

To evaluate the system's accuracy, the generated 
questions were compared to incorrect questions generated by 
the system, as well as questions produced by individuals 
proficient in English. The input provided to the system 
consisted of textual paragraphs, and the generated questions 
were required to have answers contained within the same 
paragraphs. The pre-processing of the input text involved 
both syntactic and semantic analyses, which included POS 
tagging and Chunking. Through the use of a confusion 
matrix, all relevant attributes were calculated, enabling the 
derivation of accuracy, precision, and recall values that were 
subsequently represented graphically. Furthermore, after 
being stored in a database, Bloom's taxonomy was applied to 
the generated questions to produce questions of varying 
difficulty levels. 
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Figure 3 : Pre-Processing Mapping. 

Following pre-processing, an appropriate "question 
word" is mapped to the text, after which questions are 
generated. The future direction of this project involves 
enhancing the accuracy of the generated questions, which 
will be documented in a table. 

 

 

Figure 4 : Accuracy Graph Question Generating System 

The system's accuracy is depicted in a graphical form, 
indicating a 70.46% accuracy rate, which is capable of being 
improved upon. During the system's development, we 

examined numerous methodologies utilized by papers for 
automating the question generation process. The system 
operates by receiving a textual paragraph as input and 
generating questions whose answers can be found within the 
same paragraph. Prior to generating the questions, the input 
text are pre-processed, after which an appropriate question 
word is mapped to the text and the questions are generated. 

V. CONCLUSION 

In this project we introduce a method for generating 
diverse sequences by proposing a Focus Generator module. 
In simple words, the purpose of our AQG is to generate 
questions of different difficulty levels corresponding. For the 
purpose of generating diverse questions. our module also 
adds the capability of automatically generating the Questions 
tags unlike other while developing the system we collected 
and studied various methodologies adopted by papers for 
automation in Question Generation. The system takes 
paragraph as an input in textual format and generates 
questions whose answers are in the paragraph. The text given 
as input is pre- processed before generating questions Pre-
processing includes syntactic analysis and semantic analysis. 
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