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Abstract: Machine learning techniques have many cybersecurity applications, and they have entered the mainstream in a variety of fields . 
Examples include threat analysis, anomaly-based intrusion detection of frequent attacks on important infrastructures, malware analysis, 
particularly for zero-day malware detection, and many others. Machine learning-based detection is being employed by researchers in many 
cybersecurity solutions as a result of the inefficiency of signature-based methods in identifying zero day attacks or even modest modifications of 
existing assaults. In this paper, we cover a number of cybersecurity applications for machine learning. We also give a few examples of 
adversarial assaults on machine learning algorithms that aim to corrupt classifiers' training and test data in order to render them useless. 

 

 
Keywords: Machine Learning, Malware, Intrusion Detection, Cybersecurity, Support Vector Machine, CNN 

INTRODUCTION 

Automated learning from examples and experience 
without explicit programming is the foundation of machine 
learning. Machine learning algorithms come in a variety of 
forms, including supervised learning, unsupervised learning, 
reinforcement learning, etc. Widespread applications of 
machine learning include content-based retrieval from 
multimedia [1], object recognition, speech recognition, and 
computer vision [2]. Additionally, it is utilised when 
creating forecasting tools like stock market forecasts  [3]. It 
can be used in systems that make recommendations for 
online sites, news articles, television shows, and 
merchandise [4]. Machine learning techniques are being 
used widely in many cybersecurity applications these days, 
as was to be expected.  

For instance, machine learning is used to find versions of 
known assaults or zero-day attacks [5] like STUXNET [6], 
Sony Zero Day Attack, etc. However, in order to undermine 
the cyber defence, hackers and writers of malware are also 
working quickly. The issue originates from the fact that 
machine learning techniques  [7] were initially created for 
stationary contexts in which it was expected that both the 
training and test data were produced using the same 
distribution. This working hypothesis is likely to be partially 
violated in the presence of intelligent and adaptive 
adversaries [8]. In reality, a malevolent opponent could alter 
the input data and use some learning algorithms' flaws to 
threaten the security of the whole system. In the section that 
follows, we go through a few machine learning applications 
for cybersecurity as well as some of the threats that could 
arise from using such techniques  [9]. This paper offers a 

study of some machine learning applications to 
cybersecurity, although it is by no means exhaustive. 

 

MACHINE LEARNING APPLICATIONS IN 

CYBERSECURITY 

We go over a few machine learning applications for 
cybersecurity in this part. Machine learning approaches have 
recently been used in a variety of fields, including malware 
analysis, industrial control systems, intrusion detection in 
SCADA systems, intrusion detection for vehicular ad-hoc 
networks (VANET), power system security, etc . We do not 
intend for this concise evaluation to be exhaustive. We 
choose a few instances to give readers a taste of how 
machine learning [10] can be used in cybersecurity. 
Security of the power system 

Every nation's economy and security depend on its 

electric power infrastructure. Blackout [11], the most severe 

type of power loss that affects a sizable area and has serious 

societal repercussions, may be caused by a variety of 

factors, including a problem with a power transmission line 

or deliberate attacks. Blackouts spread as a result of early 
failures propagating through a complex and varied cascade 

of uncommon events. Unnecessary line trips, on the other 

hand, can significantly worsen the severity of an outage, aid 

in the geographical spread of the disturbance, and even 

cause a cascading blackout when the power system is under 

stress. Therefore, a limited cyber attack can be fatal by 

causing cascading failures while the power system is under 

stress. 

The cyber attack surfaces in power systems are being 

increased by a number of new digital technologies, 
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including phasor measuring units (PMUs), digital protection 

relays in power systems  [31], adaptive protection 

approaches, etc. In order to identify the stressed state of the 

power system, the scientists applied a machine learning 

technique . To create a discrimination function to categorise 

the system state as stressed or safe, they used a decision 

tree-based technique. The classifier is trained using the 

potential predictors, which include voltage magnitudes, 
angle differences, mega volt-amp (reactive) (MVAr) flows, 

current magnitudes, etc., obtained by PMU. Decision trees 

(DT) [12], a supervised machine learning technique, are 

utilised for classification in order to forecast the proper 

reliability balance of the adaptive protection system based 

on wide area measurements. Additionally, the quantity of 

PMUs to be deployed and their most crucial locations have 

both been optimised using machine learning. The decision 

tree aids in the division of attributes that decide the 

deployment areas for PMUs. Machine learning assists 

power-system engineers in addressing the difficulty of 
planning and running future power systems with an 

acceptable level of security despite the complexity and 

uncertainty in those systems increasing. 

 

Detection of cyber attacks on industrial control    

systems by zone divisions 
Cyberattacks are now a significant threat, even to 

control systems. Therefore, we must protect them. 

Automatic intrusion detection systems that can secure key 

infrastructures and control systems can be created using 

machine learning techniques (CI). CI heavily relies on 

connected, sensitive information and communication 
technologies (ICT). An illustration of one of these cyber-

attacks is the STUXNET  [6] worm infestation. A computer 

virus called STUXNET infected Windows-based industrial 

control systems and gained control of Programmable Logic 

Controllers (PLCs) [37], severely harming Iran's nuclear 

programme. Therefore, the development of trustworthy 

security and safety elements for industrial control systems 

(ICS) is urgently required. A PLC is a tiny computer that 

has an operating system. In the workplace, they are utilised 

to manage machine operations. If they were attacked or 

compromised, there could be a significant financial loss. 
Such a detection system is created using machine learning 

techniques to find any undetected cyberattacks. A machine 

learning-based automatic detection system has been 

proposed by Morita et al. (2013). A straightforward plant 

that circulates hot water between two tanks with different 

heights was considered and calibrated for the experiment. 

For both tanks, a SCADA system [38] and operators are 

utilised. To find any anomalies, principal component 

analysis (PCA) has been employed. In essence, it recognises 

patterns in the data being gathered from SCADA and plant 

systems. As an illustration, according to the rules of physics, 

if the water column level is high in one tank, it must be low 
in the other tank, and vice versa. In the event of odd 

patterns, PCA will notify the two plants' abnormal 

behaviour. By using the data gathered from the SCADA 

systems to train the algorithm, this is accomplished. Finding 

patterns with PCA makes it possible to shrink the dataset's 

dimensions while preserving the majority of its information. 

There is an adversarial assault  [39][21] on the 

previously mentioned machine learning algorithm. The 

output of the machine learning algorithm can be altered if a 

hacker manages to examine and recognise the patterns in the 

training data. For instance, in Morita's experiment, the 

algorithm may not detect the abnormality and may produce 

false results if a system intruder manipulates the height of 

the column of one tank by intercepting a sensor reporting 

the height of the column of another tank and injecting false 

information to trick the controller. By confining the 

intrusion to a zone, this adversarial effect can be found.This 
reduces the likelihood that an intruder will control both 

zones, assisting the defensive system in spotting an intrusion 

pattern. Such methods paired with machine learning 

algorithms can be useful to create a more reliable CI defence 

system. 

Detecting intrusions in SCADA systems 
SCADA systems are crucial for maintaining and keeping 

an eye on CI, such as a water or sewage treatment facility or 

an electric power generating, transmission, and distribution 

facility. But because SCADA systems are now connected to 

IT networks, their security has grown more challenging. 
This has been done to enable better field operations and 

business network integration. As a result, the SCADA 

system is now more vulnerable to threats and risks from 

hackers. Consequently, there is a need to provide some 

alarm systems that would give CI operators a tool to aid 

them in spotting continuous intrusions. They must have 

stronger security from online threats like the SLAMMER 

worm [16] thanks to these mechanisms. The worm 

eventually caused a blackout in the North-Eastern US after 

affecting two US utilities and a nuclear power plant. 

Therefore, the creation of intrusion detection systems (IDS), 

which are used to recognise attacks and launch suitable 
warnings that may aid in taking appropriate response, is 

necessary. IDS may not be able to handle all attacks and 

may issue erroneous alarms. High economic dangers could 

result from these erroneous alerts. Support vector machine 

(SVM) [24] is one of the machine learning algorithms that 

an analyst might use to distinguish between legitimate and 

malicious traffic. SVM is a technique for categorising data. 

One class support vector machine (OCSVM)  [13], a 

supervised machine learning system, learns a decision 

function for finding novel or undiscovered data.  

A SCADA system can be attacked, and Maglaras and Jiang 
(2014) have presented two distributed IDS that can identify 

such attacks. They were both created and tested for the 

Cockpit CI project  [40]. It is built on real-time perimeter 

IDS, which offers the essential cyber-analysis for 

determining and defending each CI's security perimeter. 

Using data from a small scale test bed, two OCSVM 

modules were created and tested. The first technique, K-

OCSVM, aids in separating genuine alarms from false 

alarms. It combines the K-means clustering approach  [41] 

and the OCSVM method. The K-OCSVM approach differs 

from all other comparable methods now in use that call for 

parameter preselection through the use of cross-validation. 
Cross-validation is a validation method for determining how 

well a statistical analysis' findings will transfer to a different 

data set. The output of the detection module is transmitted to 

the system using intrusion detection message detection 

exchange format (IDMEF) files, which contain information 

about the source, timing, and severity of the intrusion. K-

OCSVM is trained offline with the aid of network traces. 

Although this method performed well in terms of accuracy 
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and overhead, it does so by disregarding slight changes in 

the communication network that can mask attacks. 

 
 Fig1. IT-OCSVM Implementation 

 
IT-OCSVM, a different technique with excellent 

accuracy and minimal overhead, was created. Figure 1 

depicts the IT-OCSVM implementation. This primarily aims 

to do anomaly detection with high accuracy, low overhead, 

and efficiency. The seven stages are as follows. It begins by 

doing preprocessing on the testbed's raw data. In the second 

place, time-based features are chosen over content-based 
features. In the third step, the dataset is divided based on the 

source, and an OCSVM module is created and trained for 

each split dataset. Running side by side with the central 

OCSVM is the cluster of split OCSVMs. In essence, it 

generates errors that are directed towards a certain source. 

Fourth, the new dataset is tested using the models developed 

during the training phase. Fifth, the outputs of various 

OCSVM modules are combined using an ensemble-based 

technique. Spearman's rank correlation coefficient is utilised 

to give alerts generated from various sources more weight 

[25]. Finally, the outputs from the various models are 
compiled and communicated via IDMEF. As a result, 

operators have been able to develop certain containment 

tactics in the event of attacks like the SLAMMER worm 

thanks to machine learning techniques. 

 

VANET intrusion detection systems 
A developing technology in today's transportation 

networks that offers safety and useful information is called 

VANET  [35]. It offers the advantages of safe driving and 

comfortable travel while defending the privacy of the driver 

from various forms of assault. They are frequently exposed 

to a variety of active and passive assaults, such as 
interference and listening in. By identifying unusual or 

harmful behaviours, IDS can be used to minimise dangers 

like control violations and unauthorised intrusions [42]. If 

the vehicles in VANET cooperate, this detection can be 

done more precisely. A way for developing a cooperative 

detection system over VANET is distributed machine 

learning. However, the main issue with collaborative 

learning is that nodes can risk privacy when they transmit 

data. A hostile node has the ability to interfere and access 

private data about other participating nodes. A collaborative 

IDS (CIDS) architecture based on machine learning has 
been presented by Zhang and Zhu (2018). To detect 

intrusions in VANET, it essentially trains a classifier. The 

CIDS enables the utilisation of labelled training data from 

other cars by the vehicles. The size of the training data for 

each vehicle is essentially increased. As a result of the 

labour being shared across all the vehicles in the network, it 

lessens the stress placed on each vehicle. The cars can 

exchange information without trading training data thanks to 

CIDS. The alternate direction method of multipliers 

(ADMM)  [43], a method of distributed machine learning, 

has been applied. With the help of this strategy, machine 

learning may be distributed over a network, allowing each 

node to share its categorization findings. Privacy is the key 

issue because any nefarious outsider can view their 
classification findings. A privacy-preserving method [53] is 

employed in this. A change to any one dataset item can only 

slightly alter the distribution of the dataset's replies, which is 

a well-defined concept that can offer a strong privacy 

guarantee. As a result, this strategy guarantees traffic safety 

and protects the driver's information. 

 

 Malware Analysis 
“Malware refers to a program that is inserted into a 

system, usually covertly, with the intent of compromising 

the confidentiality, integrity, or availability of the victim's 
data, applications, or operating system or of otherwise 

annoying or disrupting the victim” [19]. 

Attackers run malware on the victim's device in order to 

infect it and spread to other devices by taking advantage of 

flaws in web applications, operating systems, network 

services, etc. or by using social engineering techniques on 

the victims. Malware has been rapidly expanding and 

changing over the past few decades. These malware are now 

able to bypass the usual detection systems since they have 

become resistant to them. Malware removal is crucial for 

software/system security, but protecting against more 

sophisticated malware, such as polymorphic and 
metamorphic malware, which alters its structure and code 

after each infection, is difficult. Prior to now, malware was 

discovered and blocked using signature-based techniques, 

however these techniques struggle to detect advanced or 

zero-day malware [20]. Machine learning techniques are 

becoming more and more used in malware detection to get 

over these restrictions. Machine learning approaches have 

the advantage of providing information for the identification 

of new or obscured malware in addition to detecting existing 

malware. 

 
 Fig 2. Operation of machine learning model 

             while analysing malware 

 

Figure 2 illustrates the two phases in which machine 

learning operates when analysing malware. In order to 

create a prediction model, a machine learning algorithm first 

goes through a training phase when it mathematically 

formalises the features that were taken from known 
dangerous and benign (non malicious) data. The extraction 

of these features can be done either statically, without 

running the executables, using data like opcode or bytecode 
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n-grams, PE headers, etc., or dynamically, while the 

executable is running, using data like API or system calls, 

network traffic, etc. 

Second, the developed predictive model processes the 

characteristics of unknown data during testing to determine 

whether it is malicious software or benign data. Naive Bayes 

is a common machine learning technique used by 

researchers to find second-generation malware  [27]. 
 

ADVERSARIAL ATTACKS 

Attackers are constantly looking for new assault 

strategies to penetrate targets in the current environment. 
Although machine learning is a young subject, it 

unfortunately draws hackers much like many other cutting-

edge and inventive technology processes do. 

Machine learning can be used for both profitable 

business endeavours and malevolent conduct. There is a 

chance to exploit potential weaknesses in machine learning 

algorithms to render such detection ineffective because 

many applications, such as malware detection or anomaly 

detection, rely on machine learning for automated decision 

making. During the training stage, a machine learning 

modelling's output can be changed by an attacker. A 
malware programme that has been manipulated to appear 

benign is an example of an adversarial attack [46] [45] [47] 

[43]. 

Two categories of high-level attacks are used to 

classify machine learning adversarial attacks  [39]. The first 

is a causative or poisoning attack, in which the attacker 

modifies the training process by influencing the training 

data and degrades the performance of the classifier. The 

second is an exploratory or evasion attack, in which the 

attacker does not modify the training process . [10] but 

instead uses other techniques to find information to alter the 

predictions of a classifier that has already been trained, such 
as probing the learner or conducting offline analysis. Due to 

the potential difficulty of gaining access to the training data, 

the majority of attackers concentrate on exploratory attacks. 

Black-box and white-box evasion attacks are additional 

categories for these machine learning adversarial attacks. 

The increase of processing capability and network 

communication technologies has led to the creation of 

cyber-physical systems (CPS) [30]. However, this 

development brought about a rise in dangers brought on by 

hostile assaults. If the hardware and software assets are not 

sufficiently secured, an attacker can affect the system 
dynamics by introducing disturbances. 

Deep neural networks (DNNs) have been employed in 

a variety of computer vision, recognition, and artificial 

intelligence (AI) applications. These are now quite effective 

and adaptable for extracting high-level, actionable 

information from the raw data generated by a range of 

sensors in CPSs. They are also used in software for 

computer security, such as malware detection. Intelligent 

adversaries that actively strive to avoid them by disrupting 

the trained model present one of the difficulties in creating 

such models  [48]. 

 
In 2018, Kolosnjaji et al. looked into the vulnerability of 

malware detection techniques. To learn from the 

unprocessed bytes of binary files, they have deployed deep 

neural networks. They suggested a gradient-based assault 

and asserted that it can circumvent a detection system (built 

on a deep neural network model) by altering a little portion 

of each malware file to make it appear innocent. Although 

less than 1% of malware binaries are modified, the results 

are encouraging and demonstrate that adversarial malware 

binaries have a high possibility of evading the targeted 

security system. 
This section's numerous assaults all rely on special 

models that employ a particular machine learning algorithm. 

A defence against an adversarial assault for one machine 

learning model, however, might not be effective for other 

models. As a result, ongoing research is necessary to 

implement increasingly advanced protection mechanisms to 

shield machine learning systems against hostile attacks. 

 

CONCLUSION 

Machine learning offers a solution for a number of 
cyber-attack detection issues, including malware detection, 
intrusion detection, and—most importantly—security 
problems related to CI, such as power system security, 
industrial control system security, intrusion detection in 
SCADA systems, intrusion detection for VANET, etc. 
These issues entail the effective and efficient training and 
classification of vast amounts of data. A significant and 
developing problem is the possibility of hostile attackers 
who can circumvent such technologies by tricking the 
classifiers. This review gives an example of several 
cybersecurity applications for machine learning. Threats of 
adversary attacks that could alter the test and training data 
for classifiers have also been discussed.  

With malevolent intent, attacks are used to alter model-
based predictions. This review's objective is to raise public 
awareness of cybersecurity applications of machine 
learning. Presenting a sampling of strategies employed by 
adversaries to undermine current machine learning-based 
defences against cyberattacks 
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