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Abstract: As the use of artificial intelligence increases, this technology is more advanced than ever. Artificial intelligence is integrated into the 
components of life. What was unthinkable 10 years ago is now a casual act, with fluent conversations with computers. This was made possible 
by concepts of machine learning and speech recognition. That is, you can only run and complete user-designed quests. Plus, get started with 

audiobooks, SIM tracking, and Google Meet right away. Even if we combine voice technology with human-like conversations, There is no need 
to talk to our devices and have a conversation to complete our task of choice. The real focus should be on unspoken commands in completing the 
user’s task as quickly as possible. Voice UI is getting popular as it makes the work easy and when it is integrated with a device it will become a 
good user product. This is why we developed a personalized user-designated model that fulfills all the features and provides a good experience. 
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INTRODUCTION 

 

Artificial intelligence is becoming more advanced than ever 

as more people utilize it. Artificial intelligence has become 

ingrained in the fabric of life. What seemed unimaginable 

ten years ago is now a commonplace occurrence, with 

machines conversing fluently. Machine learning and speech 

recognition principles make this possible. Before it can 

determine your request, your assistance must wait for you to 

complete speaking. Then it switches to a spoken response. 

After that, you must wait for the assistant to finish speaking 

before proceeding to the next stage. When the voice 

assistant makes a mistake or error in understanding the 
commands or the task assigned by the user we will have to 

wait until the voice assistant performs the misunderstood 

task completely before correcting it or interrupting it while 

the voice assistant is fulfilling the wrong task which results 

in terrible model. 

 

[1] IVAs are supported by specific foundations that evolved 

swiftly and have recently become the focus of extensive 

research. Whatever the case may be, the research focused on 

understanding the users' experiences with IVAs is rather 

limited. There have been ideas for the selection and 
exploitation of this from our point of view IVAs. 

 

For example, despite their widespread and widely advanced 

thinking mobile phones Individuals are more likely to use 

IVAs on a sporadic basis or not at all. [2]According to the 

study, 98 percent of iPhone users had used Siri before. 

However, just 30% of people used it. 70% of people use it 

regularly, with the remaining 30% using it only sometimes. 

Instead, you usually end up re-entering your original 

command. When you look at smart speakers and 

smartphones, it's not surprising that I'll bite with a tiny 

change in how you phrase that command. User-directed 
requests are the most common use cases for voice assistants. 

Users of smart speakers are asked to play music, get the 

weather forecast, or set a timer or an alarm. 

 

 
Fig 1 Architectural flow for voice assistant 

 

 

LITERATURESURVEY 

 
[3]Advancements are taking place a lot now in home 

improvement in Natural language processing and are 

resulting in development of highly performing networking 

models since the beginning of 21 st century. [4]. With 

applications starting from eGovernment [5], to accessibility 

support for humans with disabilities [6], [7], to 

straightforward convenience, IVAs were there in more than 

41% of homes within the United States of America itself, 

generating a projected revenue of up to $19 billion [8]. In 

fact, the common Google search interest for the term has 

quadrupled since 2013, after having suffered minor spikes in 
2010 and 2012, respectively [9]. These spikes roughly 

coincide with the release of Apple’s Siri as a standalone app 

in 2010 and its subsequent bundling into iOS in 2011. 

 

The increase in global interest has further corresponds with 

the delivery of Microsoft Cortana in 2013, Amazon’s Alexa 

in 2014, and Google’s Assistant in 2016. IVAs (Intelligent 

Voice Assistant) operate through an agent/client software on 

a suitable device, typically provided by the same vendor as 

the IVA software. Voice commands and instructions are 

captured through internal microphones of the device and 
sent to a cloud natural language processing platform, which 

converts the voice recording to machine-interpretable data, 

performs linguistic analysis, and then retrieves additional 

information from other services or sensors connected to the 

IVA,depending on the voice command entered by the user. 



N.Sreevidyaet al, International Journal of Advanced Research in Computer Science, 13 (3), May-June 2022,26-29 

© 2020-2022, IJARCS All Rights Reserved       27 

IVA functionality is mainly dependent on proprietary cloud 

infrastructure; the devices themselves are but a physical 

front-end for the software features. To activate, these 

devices perpetually listen for a “wake-word,” (e.g., “Hey 

Siri,” “OK, Google,” or just the name of the product). 
 

One natural concern becomes what else these devices hear 

and what conversations and noises in the household are 

recorded generally. Recently, not solely the IT press [10], 

[11], the industrial vendors themselves [12], [13], and 

academia [14], [15] have stated how IVAs will record entire 

conversations of the people in the room. citing that up to 

80% of IVA users are concerned about possible breaches of 

their privacy. This concern is widespread, as law 

enforcement agencies discourage users of certain models of 

smart TVs with bundled IVA functionality from discussing 

confidential information in the vicinity of the device[16]. 
This is significantly regarding in jurisdictions, wherever 

interacting with IVAs implies that the users legally 

relinquish their right to sufficient privacy (as is the case, for 

instance, due to the third-party doctrine exception to the 4th 

Amendment of the United States of America, see [17]). 

IVAs do not only pose privacy issues for the user through 

their innate functionality, but also present physical attack 

vectors. For instance, lasers may be used to initiate the 

devices and permit injecting simulated voice commands into 

the device’s internal mike [18]. Many researches were done 

to crack open the device using voice directions into the 
voice assistant by using ultrasonic waves that also helps in 

answering the calls on the cellphone easily [19].When the 

hardware attacks take place on the cloud where the device 

information is stored.[3]. Whereas past studies, merchant 

investigations, and IT press looks to concentrate on 

hardware attacks, the results from a user perspective appear 

to be relegated to associate implicit circumstance. 

Therefore,in this article, we focus importance on the user 

perspective. 

 

METHODOLOGY 

 

Language or technology used 

Python language was used to write the code. Python 

provides a wide variety of libraries for scientific and 

computational usage. The model is implemented in 

PyCharm environment. 

Speech Recognition module 

This module deals with converting speech into text i.e., the 

commands given the user is identified and then converted 

into text and then the machine forms a response in order to 

perform a task. The machine takes the commands through 

microphone. Pyttx3 is also a module that converts audio to 
text. 

Pyjokes 

Here in this module, we can easily access the module and 

will be able to create different type of jokes for the 

programmers. This is a python library that can be imported 

directly in the command line .We can use this module to 

return jokes from a certain category and inthe  required 

languages.  

 

 

Pyautogui 

Here, this module is a library that is helpful in keyboard and 

mouse control .It is useful when the environment or machine 

wants to in interact with other applications. It implements 

automation that means performing more than one task at a 

time. 

Selenium Web 

The selenium package is employed to automatize web 

browser interaction from Python. Various browsers/drivers 

like Firefox, Chrome, Internet Exploreraresupported  as well 

as the Remote protocol. Supported Python Versions Python 

3.7+ Installing If you have pip on your system, you can 

simply install or upgrade the Python bindings: pip install -U 

selenium 

pyttsx3  

It’s a text to speech conversion library in python. This 

package supports text to speech engines on Mac os x, 

Windows and on Linux. 

Wikipedia 

Wikipedia is a multilingual online encyclopedia created and 

maintained by a community of volunteer editors utilizing a 

wiki-based editing system as an open cooperation effort. 

We'll look at how to utilize Python's Wikipedia module to 

get a range of data from the Wikipedia website in this post. 

 

 
Fig.2. importingmodules 

 

RESULTS AND ANALYSIS 
 

The model is tested, and the voice assistant reacts to the 

voice commands given by the user accordingly.Itis used to 

check the functionalities,errors, and execution of the model. 

The analysis is later made, and desired functionalities and 

software requirements are added accordingly. It is helpful in 

ensuring the model meets its requirements and meets the 

user needs without fail. 

 

 
Fig. 3. Searching Wikipedia output 
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Fig. 4. Play video output 

 

 
Fig.5.   Jokes output 

 

 
Fig. 6  Random facts output 

 

 
Fig. 7. News output 

 

 
Fig. 8.  Screenshot output 

CONCLUSION 

 

Improving the voice of colleagues is ceaseless interaction. 

You can add a lot more elements as time goes on. Voice 

aides are before long turning into a piece of organizations, 
enabling their efficiency, and teaming up their endeavors. 

Be that as it may, the speed is hazardously delayed with the 

voice being at its outset. It is yet to track down the necessary 

speed increase to turn into an essential portion of business 

organizing and our lives. Notwithstanding, extraordinary 

personalities have taken their advantage in releasing their 

true capacity and the fate of voice associates looks brilliant. 
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