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Abstract: In this digital era with sufficiently high bandwidth and storage technologies, a huge volume of multimedia database is available over 
the web. With significantly large and increasing multimedia database often the users have to mine the available data to retrieve the relevant 
information. ImageRetrieval, which is an important phase in image mining, is one technique which helps the users in retrieving the data from the 
available database. This paper provides an overview of Image mining, its current research, and provides a brief study of the different phases in 
image mining and image retrieval. The approach is broad and focuses mainly on providing the different methods used in different phases of 
mining. 
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I. INTRODUCTION 

In this digital era, multimedia data plays a very vital 
role in every field such as e-commerce, entertainment, 
education, medicine, aerospace and so on. With the 
increasing use of internet, there is an enormous volume of 
multimedia data available to the users. Even though this 
huge availability of multimedia data like images, audio, 
video is useful and appreciable, sometimes it proves to be a 
bane as there are certain difficulties to gather the required 
useful data in an appropriate way. A huge volume of digital 
images are generated every day and if analysed properly 
there is a lot of useful information available to the users. 
With the drastic increase in the multimedia databases, the 
usefulness of such information is dependent on how well it 
can be accessed; searched and how well knowledge can be 
extracted from it. Due to lack of proper extraction 
methodologies, the users are unable to extract the relevant 
information from the available databases. 

There has been a lot of research in text based retrievals, 
but image retrieval is also gaining its momentum with 
regard to both still and moving images. Efficient image 
database retrieval can be done only if we have a system that 
is able to automatically extract relevant features directly 
from the images stored in the database. So image mining 
proves to be efficient as it deals with complex operations 
like image retrieval, indexing and storing.There is a 
common misconception that image mining is an extension to 
data mining which is not so. Image Mining is an upcoming 
research field [4, 5] and is still is in its infancyas extracting 
relevant knowledge from image data still remains a difficult 
task. The next few sections in this paper deal with a brief 
introduction to image mining and a broad explanation of the 
various phases involved in an image retrieval system. 

 
 

 

II. IMAGE MINING 

Image Mining is focused on extracting patterns, implicit 
knowledge, image data relationship or patterns which are 
not explicitly found in the images from databases or 
collections of images [1]. Some of the methods used to 
gather knowledge are: image retrieval, data mining, image 
processing and artificial intelligence. These methods allow 
image mining to have two different approaches. First, is to 
extract only from databases or collections of images, and 
second, dig or mine a combination of associated 
alphanumeric data and collections of images [3]. 

Due to the richness of information present in an image, 
Image mining [7] comprises of various techniques in 
extracting the vital information from an image. The 
important activities in image mining aresearching and 
retrieval of images based onthe features and similarity of a 
given input query image from the image database. 

There are many different approaches related to image 
mining based upon the applications [11].The various image 
mining tools available and   detailed experimental survey is 
conducted about the various tools like iARM, CAViz, Web 
image-gathering task and the SVM classifier, B2S, 
DisIClass, MetaSEEk, PLSA, fully automated age 
estimation engine[11],QBIC, Photobook, SWIM, Virage, 
Visualseek, Netra, MARSand so on [53]. Image mining is 
proving to be an important research topic as it is having its 
applications in areas of Medical Imaging, Weather 
Forecasting, Management of Earth’s Resources, Forest Fires 
and Criminal Investigation [54].  

III. IMAGE RETRIEVAL SYSTEM 

With the availability of voluminous multimedia data 
(images, audio and video) over the web, it is becoming a 
challenging task to retrieve the required information. Image 
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retrieving is the process of getting the required content 
based on the user query from the available multimedia 
database.An Image Retrieval System(IRS) can be 
categorised based on the type of searches as(i)Description of 
an image and (ii) Its visual content. 

In the present scenario, the conventional user defined 
textsearches are basedon keyword, size, type, date and time 
of capture, identity of the owner etc. This search based 
techniques are successful but do not meet the user’s final 
requirement in all cases. So, many researchers are 
concentrating on the search based on visual content i.e., 
finding the images similar to an input query image. 

 
Figure 1: Phases involved in Image Mining System. 

Similarity based Image Retrieval process is called 
Content Based Image retrieval (CBIR) wherein the images 
are searched and retrieved based on the visual content of the 
images. 

The different steps in involved in Image retrieval 
system (IRS) are shown in figure 1. 

IV. FEATURE EXTRACTION 

There are no theoretical guidelines that suggest the 
appropriate features to use in extraction of knowledge 
data.Features are the measurements or properties used to 
classify the objects in an image. Feature extraction is a 
method of determining various attributes as well as 
properties associated with a region or objects for indexing 
and retrievalmainly on abstracted image information 
obtained through segmentation [1]. Usually the features 
considered with respect to images are color, shape, texture, 
edge. 

A. General Criteria for Choosing the Appropriate 
Features[1]: 

a. The features should be independent and should posses’ 
maximum information about the image. 

b. The extracted features should be easily computableeven 
for a large image collection and information retrieval 
should be very fast. 

c. They should relate well with the human perceptual 
characteristics since users will finallydetermine the 
suitability of the retrieved images. 
Because of perception subjectivity, there does not exist 

a single best representation for a feature. 

B. Feature Extraction Techniques 
The basic feature extraction technique deals with 

extraction of features by segmenting the foreground from 
the background. This is done by dividing the bigger image 
into smaller windows so that the features are easily 
extracted. There are several algorithms and many researches 
have followed their own methods. Some of the algorithms 
are present in[2, 37] and template matching is also one 
method used in digital image processing for finding small 
parts of an image which match a given template image. This 
technique is often used when two images of characters need 
to be compared[2].The coming sections deals with a brief 
explanation of the various features used in feature 
extraction. 

a. Color as Feature: 
Colorisone of the most widely used features in image 

retrieval.Retrieving images based on color similarity is 
achieved by computing a color histogram for each image 
that identifies the proportion of pixels within an image 
holding specific values.Current research in this area 
attempts to segment color proportion by region and by 
spatial relationship among several color regions as in [48]. 

Color Histogramis the most used in color feature 
representation and several approaches are used to calculate 
the color percentages. Some of the few techniques which are 
used under histogram based color feature extraction are 
HistogramDistances Measures[37], Color coherence vector 
[38], Color moment [38], Stastical Measures[41], Co-
occurrence Histogram Computation[40], Histogram 
intersection [44],Average Color [14], Dominant color 
method[17],The Conventional Color Histogram Models[18], 
The Fuzzy Color Histogram[39], The Color 
Correlegram[18], Color Similarity Measure [39], Color 
Averaging Techniques [42], Color Discretization [43], Color 
Indices [43], Color Spatial Indices [43], Histogram 
Intersection [46] and Histogram Backprojection [46]. 

b. Texture as a Feature: 
Textureis a difficult concept to represent. The 

identification of specific textures in an image is achieved 
primarily by modelling texture as a two-dimensional gray 
level variation. The relative brightness of pairs of pixels is 
computed such that degree of contrast, regularity, 
coarseness,directionality, smoothness, granularity, 
repetitiveness,roughness, randomness and so on may be 
estimated.  

Some of the important texture features that have been 
developed by the researchers are Markov Random Fields 
parameters, Gabor multi-channel features, fractal-based 
features and co-occurrence features, wavelet transform 
representations, global CW & CG approach [49, 50, 41], 
Multi Texton Histogram (MTH) and The Texton Co-
occurrence Matrix (TCM) [51], Gabor wavelet features 
fortexture analysis is provided along with a comprehensive 
experimental evaluation in [47], Quasi-Gabor filter [45],  the 
statistical scheme [26], Texture feature extraction algorithm 
for arbitrary-shaped regions [25],  multiresolution multigrid 



D.N.D.Harini et al, International Journal of Advanced Research in Computer Science, 2 (4), July-August, 2011,224-229 

© 2010, IJARCS All Rights Reserved  226 

framework [40], Motif co-occurrence matrix (MCM), 
difference between pixels of scan pattern (DBPSP) 
[24],texture features in compressed domain [20] etc. 

To summarize texture features can be measured based 
on  

– Statistical measures: 
 Energy 
 Entropy 
 Homogeneity 
 Contrast 
 Inertia 
 Correlation 
 DifferenceMoment 

– Wavelets 
– Fractals 

c. Shape as a Feature: 
Queries for shapes [9] are generally achieved by 

selecting an example image provided by the system or by 
having the user sketch a shape. The primary mechanisms 
used for shape retrieval include identification of features 
such as lines, boundaries, aspect ratio, circularityand by 
identifying areas of change or stability via region growing 
and edge detection methods. While dealing shape as a 
feature one of  the problem is dealing with images having 
overlapping areas or touching shapes. Some of the 
approaches used  are: 

i. Global Features: (Moment Invariant, Aspect Ratio 
&Circularity) 

ii. Local Features: Boundary segments 
Some of the attributes considered for 

thecharacterizationof shape are Perimeter, Centroid, Norm 
Features, Hole-based and so on [52]. 

d. Edge as a Feature: 
Edges correspond to discontinuities in a homogeneous 

region and they provide important visual clues that help 
during theobject recognition process. Edge detection is one 
of the most widely and a prominently used feature in the 
process of extraction. The output of the edge detection is 
usually an edge image or edge map, in which the value of 
each pixel reflects whether the pixel is an edge pixel or not. 
Edges play an effective role in image segmentation as they 
can be calculated using gradients. Most edge detection 
methods work on the assumption that an edge occurs where 
there is a discontinuity in the intensity (or depth) function or 
a very steep intensity (or depth) gradient in the image. 

Some of the edge detection methods can be categorised 
as shown in figure 2. 

 
Figure2: Edge Detection Methods 

Although shape, color, edge and texture are 
undoubtedly important visual features for image 
representation, there is still a little understanding of how 
best to implement these attributes for image retrieval. An 
understanding of what constitutes similarity for image 
retrieval purposes is also needed. The technology for 
content-based image retrieval is still an on-going research 
area which is attractingmanyresearchers. Object Recognition 
is discussed in the next section. 

V. OBJECT RECOGNITION 

Apart from feature extraction, another important phase 
during image retrieval is Object recognition which is 
basically an attempt to mimic the human capability to 
distinguish different objects in an image[10].In general, an 
object recognition model consists of four components, such 
as 1) model database, 2) feature detector, 3) hypothesizer, 
and 4) hypothesis verifier. The model database contains all 
the models known to the system that became trained. The 
models also contain several features or labels that describe 
the objects in the image being tested. The detected image 
primitive features in the gray scale (pixel) level help the 
hypothesizer to assign likelihood to the objects in the image. 
Finally, the verifier uses the models to verify the hypothesis, 
refine the object likelihood, and label the features in the 
tested image [3, 5]. 

Object recognition[15] in images is an important 
problem in computer vision with applications in image 
annotation, surveillance and image retrieval. Supervised or 
unsupervised object recognition algorithms have been 
developed recently which can be used for semantic-based 
image retrieval. Some of the few approaches given by 
researchers are Unsupervised scale-invariant learning 
method[15], semi-supervised version of the EM algorithm 
[21], a two-phrase generative/discriminative learning 
method [22],an incremental Bayesian algorithm[23] etc. 

Applications of object recognition in different fields are 
medicine, forensics, remote sensing, and industrial 
applications. 

VI. INDEXING 

As the size of image database is increasing rapidly, 
retrieval speed will be an important factor to be concerned. 
Image indexing provides an efficient support for the 
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retrieval of information.Indexing can be done based on 
traditional and multi-dimensional approaches. A lot of 
research has been done in indexing and a few are mentioned 
here. 

As the dimensionality of image features are usually 
high (up to tens or hundreds), traditional indexing 
algorithms such as k-d-b tree [28], quad-tree [29], and R-
tree [27] are not suitable for image feature space indexing 
due to the well-known ‘curse of dimensionality’ problem 
[30]. The performance of these indexing algorithms 
degrades as the dimensionality of feature space increases.It 
is reported that when the dimensionality is above 10, the 
performance is no better than a simple sequential scan 
[31,32]. To overcome the curse of dimensionality, high-
dimensional indexing algorithms such as X-tree [33], VA-
file [32], and i-Distance [34] have been introduced. 
However, such algorithms focus only on how to index but 
not what to index. That is, they are designed without 
considering the specific properties of image features. 

Some efforts have been made in designing indexing 
algorithms specifically for image databases. To name, FIDS 
(Flexible Image Database System) proposes the bare-bones 
triangle inequality algorithm to index image data and to 
sharply reduce the number of images needed to be directly 
compared to a query image for a given distance measure 
[35].The other proposed indexing methods are RBIR system 
[36], ImageMap [19], Multidimensional Indexing [13], 
WBIIS [12]and graph mining technique [16]. 

Further work is still to be done in efficient high-
dimensional image feature indexing for real-world image 
database retrieval.With the increasing multimedia database 
there is a lot to do with respect to multimedia indexing 
techniques. The next section deals with an overview of 
classification and clustering techniques. 

VII. CLASSIFICATION & CLUSTERING 

Another important phase in image mining is 
classification and clustering. This section deals with a brief 
explanation about the various approaches used in 
classification and clustering. 

A. Image Classification 
Image classification aims to find a description that can 

best describe the images in one class and to distinguish these 
images from all the other classes [6]. Image classification is 
the task of assigning objects to one of several predefined 
categories and is widely used in mining image information, 
especially spatial information from image databases.   There 
are three processes involved in image classification [8] 
which are 
a. Feature extraction - Here animage representation model 

is formed which extracts features from sample images 
that are already labelled and establish feature 
description for each image. 

b. Training – In this, the samples of each class are trained 
and model description for each class is established. 

c. Classification - Use the model to classify and index 
images that are not labelled. 
The most commonly used classification techniques are  

Bayes, neural network, decision tree, support vector 
machine, K-nearest -neighbour-classifier, genetic algorithm, 
Artificial NeuralNetworks (ANN), Fuzzy measures, Fuzzy 
support Vector Machines (FSVM) and Genetic Algorithms 

with Neural Networks etc. Performance of a classifier is 
normally measured in terms of prediction accuracy, speed, 
robustness and extensibility. 

B. Image Clustering 
The process of grouping a set of images into classes of 

similar images without prior knowledge is called image 
clustering.Image clusteringis an unsupervised learning 
methodwhichgroups a given set ofunlabelledimages into 
meaningful clusters according to the image content. Images 
within a cluster have high similarity in comparison to one 
another but are very dissimilar to images in other clusters. 
The process normally comprises of 4 steps [8]: 
a. Image pre-processing,feature extraction and selection. 
b. Set up similarity metrics suitable for special application. 
c. Image clustering 
d. Labelling.  

The available clustering algorithms are partitioning 
methods, hierarchical methods, grid-based methods, model-
based methods etc. 

VIII. CONCLUSION 

One of the major tasks in Image mining is Image 
retrieval which comprises of different phases like image pre-
processing, Feature extraction,Indexing, image 
classification/image clustering.During the past few decades, 
researchers are focusing towards image mining and its 
techniques. Image mining has its applicability in almost all 
the fields like medicine, remote sensing, entertainment, 
cyber forensics, DNA, Classification of objects etc.  

This paper deals with a brief study of the various 
approaches dealt with different researchers in all the phases 
related to image retrieval and mining. It is up to the user to 
choose the appropriate method based on the application.   
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