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Abstract: The report proposed and demonstrated some properties about smoothing, roughen the values of the condition index attribute or decision
index attributeon the decision block and on the slice of the decisionblock. Every time the condition equivalence class or decision equivalence
classon the decision block have been smoothed or roughened then they will partial pullulate or pullulate smoothing, roughing the corresponding
classon the slice. From the results foundof the smoothing, roughening the condition equivalence class or decision equivalence classpartial
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recalculating these matrices when smoothing, roughing the values of the condition index attribute or decision index attribute.

Keywords: Decision block, smoothing, roughen, index attribute.

I. INTRODUCTION

The study to search for decision laws on the decision table
by assessing the measures of decision laws as well as
incremental approaches, determining decision laws ... has
been studied by many groups of authors, such as in [7],
[8], ... On the other hand, when the decision table is
expanded into a decision block, then the study, proposing a
model and algorithm to detect decision laws on the decision
block has been studied by the authors as in [4], [5], [6].
However, the proposed models and algorithms when
smoothing and roughen the values of index attributes on the
decision block have not been studied until now.The purpose
of this paper is to study the some properties about
smoothing, roughen the values of the condition index
attribute or decision index attribute on the decision block
and on the slice of the decision block.From the results found
of the smoothing, roughening the condition equivalence
class or decision equivalence class partial pullulate or
pullulate on the slice then the incremental calculation of the
support matrices on the slice will be simpler and therefore
faster than recalculating these matrices when smoothing,
roughing the values of the condition index attribute or
decision index attribute.

II - THE BASIC CONCEPT

I1.1 The block, slice of the block
Definition I1.1 [1]

Let R = (id; Ay, Ay,..., A,) is a finite set of elements,
where id is non-empty finite index set, A; (i=1.. n) is the
attribute. Each attribute A; (i=1.. n) there is a corresponding
value domain dom(A;). A block r on R, denoted r(R)
consists of a finite number of elements that each element is a
family of mappings from the index set id to the value
domain of the attributes A; (i = 1.. n).

ter(Ryot={t:id — dom (A)}i=1_n-
The block is denoted by r(R) or r(id; A;, A,,..., Ay,
sometime without fear of confusion we simply denoted r.
Definition I1.2 [2],[3]

Let R = (id; Ay, Ay,..., Ap), r(R) is a block over R. For each
xeid we denoted r(R,) is a block with R, = ({x}; Ay,
A,,..., A,) such that:

te f(Ry) < ty={ti=t'|}ic1n », ter(R), t={t':id >
dom(Aj)} i=1.n X
where t', (x) =t'(x),i=1..n.

Then r(Ry) is called a slice of the block r(R) at point x,
sometimes we denotedrs.
Here, for simplicity we use symbols:
xV=(x; A;); id?= x| x e id}.
We call x¥ (x €id,i=1.n) are the index attributes of the
block scheme R = (id; A,A,,....A,).
I1.2Information block
DefinitionIl.3[4]:Let block schemeR = (id; A;, A, ... , A,),
ris a block over R. Then, the information block is a tuples of

fourelements IB = (U, A, V, f) with Uis a set of objects of r

n

called space objects, A = Uidm is the set of index
i=1

attributes of the object , V = U me , me is the set of
xDed

values of the objects corresponding to the index attribute

x? fis an information function UxA— V satisfy: VueU,

va” ed we have flu, x7) EV;(,-) .

We call f{u, x”) is the value of the object u at the index
attribute x*.

If V contains missing values in at least one index attribute
x"e4 then we call IB is inadequate information block, In
contrast IB is a complete information block, or simply IB is
an information block.

DefinitionI1.4[4]:Let block schemeR = (id; A}, A, ..., A,), ¥
is a block overR, rs the slice of the block r at the point
x €id. Then the slice of the information block at x is a tuples
of four elementsIB, = (U, A, V., f.) with U is a set of objects

of r called space objects, A, = LanW is the set of the index
i=1
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attributes of the object on the slice at x, V, = U |14

xDea, !
is the set of values of the objects corresponding to the index
attribute x?, fis an information  function

UxA,—V.satisfy: VueU, vx” edwe have flu, x¥) EV;(,-) .
I1.3 Relationships are indistinguishable
DefinitionIL.5[5]

Letinformation block IB = (U, A, V, f). Then for each index
attribute set Pc A we define an equivalence relation,
signIND(P) defined as follows:

IND(P) = {(u,v) € UxU | v&” eP: flux”)=f(v,x?)},
and called non-discriminatory relations:

Vi

(i) 7

From the definition we have:
IND(P)= () IND(x).

xep
RelationIND(P) divide U into equivalence classes,,
constitutes a subdivision of U, sign U/IND(P) or simply
U/P.

With each u € U, the equivalence class contains u in
relation IND(P), sign [u]pis defined as follows:

[ulp={v € U] (u,v) € IND(P)}.
By this definition we see: two elements u,ve U belonging to
the same equivalence class if and only ifthey have the same
value on every index attribute in P.
DefinitionIL.6[5]
Letinformation block IB = (U, A, V, f), P, Qc A is the set of
index attributes, U/P = {P,, P,,..., P,}, U/Q = {0, O,,...,
Q,} is the partition generated by P, Q respectively.Then we
say partition by Q is more coarse than partition by P, or
partitionby P is smoother than partition by Qif and only if:
vP;e UP, 30;e U/Q: P,c Q;, i=1..m,j=1.n.
I1.4 Decision block

DefinitionIL.7[5]

Letinformation block IB = (U,A,V,f) with U is the space of

objects, A = U iaSuppose A is divided into two sets C and
=1k n

D such that: C= U x, D= U x@,

i=l,xeid i=k+1,xeid
then information block IB is called the decision block and
denoted by DB=(U,CUD,Vf), with C is the set of
conditional index attributes and D is the set of decision
index attributes.
From the definition of the decision block, we see: CuD=4,
CND=2,
We can denote the decision block simply by: DB=(U,
CuD).
DefinitionIl.8[5]:Let decision blockDB=(U,CUD,V.f), with
C is the set of conditional index attributes and D is the set of
decision index attributes. Then the slice of the block decides
at x (x id) is a tuples of four elements DB, = (U, C"UD", V,,
f: )with U is the set of objects of r,rcalled the space of
objects

=, D"@w : AX=W)

i=1 i=k+1

V.= ,is thUe‘y of valudk of the objects

xea,

corresponding to the index attribute x| f,is an information

Sfunction UxA,—V satisfy: VueU, v ed we have:
Jtu, x(i)) Gva .
Comment:

Let decision blockDB=(U,CUD,V\f). Then, if id = {x}, the
decision block DB degenerate into the decision table as
known.

When studying the decision block,people want to find the
decisive laws from there. In these decision laws, the
conditional part corresponds to the conditional
indexattribute, the conclusions will correspond to the
decision index attributes.

The decision laws found in the decision block are divided
into two categories:

i) The lawsare correct on the block.

ii) The laws are correct on each particular slice of the
block.

I1.5 The decision laws
DefinitionII.9[5]

Let decision blockDB=(U, CuD),with U is the space of

objects:
k

C=D :L’_}ndx(i&“:, O x(i) Ux(i)

i=k+1,xeid i=l,xeid i=1

n
D'= x Etld x®
i=k+1

Then:
U/C={C},C;,...C}, UIC'={C,,,C,,,....C,, }.
U/D={D.,D;,...Dy}, UD={D,,,D,,.,...D,, }

correspondingly, the partitions are generated by C, C", D,
D". A decision law on a block is denoted by:

Ci—=D;,i=1.m, j=I.k,

and on the slice at point x is denoted by:
Cyi—Dy, i=1.1;, j=1.h,.
PropositionlIl.1 [5]

Let decision blockDB=(U, CuD),with U is the space of
objects:
k

n k 5
C= U x0, D= U x®, and Cx=Ux(’), D'=
i=l,xeid i=k+1,xeid i=1
U x®, xeid.
i=k+1
U/C={C1,Cy,....Cuf, UIC™= {C,,C,,..,C,, )
U/D:{DI,DZ,...,Dk}, U/D*= {Dxl’D.xZ""’thA}’

Then: VC;e U/C, VD;e U/D we have:
G = (\Cy.. D = [ Dy, with peefl2.ty },

xeid xeid
g €{1,2,...,h ).
DefinitionlII.10[5]

Let decision blockDB=(U,CUD), C;eU/C, D;eU/D, Cxp

eU/C*, qu eU/Di =1.m, j=I1.k pe{l2, ...t }
qe{l,2,...h }, xeid Then, support, accuracy and coverage

of decision lawC;—D;on the block are:
- Support: Sup(C;,D;) = |CinDj|,
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- Accuracy: Acc(C;,D;) = |G nD,| ,
|G|
- CoverageCov(C;,Dj) = |IGND,| R
1D, |

and for decision lawC,, —-Don the slice of the block at
point x is:

- Support:Sup(Cqyp,Dxq) = |CxpMDxql,

- Accuracy: Ace(Cyp.Dyg) = [Cp 0Dy |,
IC, |

- Coverage: Cov(Cyp,Dyq) = IC, D, |
D, |

From this definition, we have:

0 <Acc(C;,D)) < 1, 0 <Ace(Cyp,Dyg) < 1,
n Iy
> Ace(C, D)=L 3 dee(C,,,D,) =L
Jj=1 9=l
0 SCOV(Ci,Dj) <1,0 SCOV(Cxp:qu) <1,
m Iy
ZCOV(CiaDj):l’ ZCOV(CX/?’DW):L
p=1

i=1
We can represent the measure of the decision laws on the
block in the form of the following measurement matrices:

- Matrix of support:
Sup(C, D) = Sup(ciaDj)mxk:

Sup(C,, D)) Sup(C,, Dy)

D) .. Sup(C,,D,)

m

Sup(C

- Matrix of Accuracy:
AccC, D) = Acc(Ci,Dy)mua=

Ace(C,, D)) Ace(C,,D,)

Ace(C,,D)) ... Acc(C,,D,)

m

- Matrix of coverage:
COVC, D) = COV(Ci,Dj)mxkz
Cov(C,, D)) Cov(C,,D,)
Cov(C,,D)) ... Cov(C,,D,)
With the decision laws on the slices of the blocks, we also
have the same support, accuracy, and coverage matrix.

DefinitionII.11[5]
Let decision blockDB=(U,CUD), C;eU/C, D;eU/D is the
conditional equivalence class and decision equivalence

class generated by C, Dcorresponding, C;—Djis the decision
lawon the block DB, i =1..m, j=1..k.

- fdcc(Ci—=D;) = 1 thenC;—Djis called certain
decision law.

- If 0<dce(C;—Dy) < 1
uncertain decision law.

PropositionlIl.2 [5]

Let decision blockDB=(U, CuD),with U is the space of

objects:
k

C= U x® D= LnJ x® .

i=l,xeid i=k+1,xeid
Then ¥C;€U/C, VD,;eU/D, (i =1..m, j=1..n) we have:
i) Acce(CoDy) = _SuP(CD))

©2015-19, JARCS All 1{ig1nE§%‘Rv@§:an)
g=1

thenC;—=Djis  called

Sup(C,,D.
i) Cov(CGopy = D)

2 Sup(C,.D))

DefinitionI1.12(5] -

Let decision blockDB=(U,CUD), C;eU/C, D;eU/D, i =1..m,
Jj=1..kis the conditional equivalence class and decision
equivalence class generated by C,Dcorresponding; o, Pare
two  given  thresholds (o,  pe(0,1)). IfAce(C,D))
2aandCov(C,D;) 2B then we callC;—>Djis the decision
lawmeaning.

DefinitionlII.13[5]

Let decision blockDB=(U,CuD,V.f),with U is the space of
objects, aeCUD, Vs the set of existing values of the index
attribute a. Suppose Z={x;€U| f(x,a) = z} is the set of
objects whose z value is on the index attribute a. If Z is
partitioned into two sets W and Y such that: Z=WUY,
WnY= with W={x, €U| f(x,a) = w, weV,}, Y=={x,€U|
fxpa) =y, yeV,}, thenwe say the z value of the index
attribute a is smoothed to two new values w and y.
DefinitionIl.14[5]

Let decision blockDB=(U,CuUD,V.f),with U is the space of
objects, aeCUD, V,is the set of existing values of the index
attribute a. Suppose f{x,,a)=w, f(x,a)=y are respectively the
values of x,, x, on the index attribute a (p=q). If at any one
time we have: f(x,a)=f(x,a)=z, (z&V,) thenwe say the two
values w, y of a are roughened to the new value z.

Theorem I1.1[6]

Let decision blockDB= (U, CUD, V, f),with U is the space
of objects, acCUD, V,is the set of existing values of the
index attribute a.Then, two equivalent classes E,, E, (E,
E,eU/E, E €{C,D}) is made rough into new equivalent class
Eif and only if Va;=a: f(E,a) = f(E,a).

TheoremlIL.2[6]

Let decision blockDB= (U, CUD, V, f),with U is the space
of objects, acCUD, Vs the set of existing values of the
index attribute a. Then, equivalent class E, (E;eU/E,
E €{C,D}) smoothed into two new equivalents classesk,, E,if
and only if we can put: f(E,a)=w, f(E,a)=y va E,UE,=
E, w,ygl, way.

Theorem I1.3 [6]

Let decision blockDB=(U, CuD),with U is the space of

objects:
k

C= U x®, D= LnJ X9, and Cx=0x(i),D){=
il

i=l,xeid i=k+1,xeid
LnJ X, xeid.
i=k+1
U/C={C},Cs,....Cy}, ULC™= {C,,C,,...,C,, )
UD={D,,D;...Dy}, U/D={D,,,D,,,...D,, }

a, Pare two given thresholds (a, fe(0,1)).

Suppose that if C;—D; is the decision lawmeaning on the
decision block then it is also the decision lawmeaningon any
slice of the decision block at x €id.

III. RESEARCH RESULTS
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III.1  Smoothing, roughening the conditional
equivalenteclases on the decision block and on the slice.
PropositionIII.1

Let decision blockDB= (U, CuD, V, f ),a=x(i) eC, V,is the
set of existing values of the conditional index attribute a,

The z value of a is smoothed to two new values w and y.

k
C=, D=, ¢nll O® U Ul
i=l,xeid i=k+1,xeid
k n
o= o=t "

et i=k+1
U/Cc={C,C,,...,C,U/C= {Cxl’CxZ""’CX’x})
UD={D1.Ds.....Dy\, UD'={D,,.D,,,....D, },

Suppose that if the conditional equivalence class C;eU/C,
(f(Cs,a)=z ) smoothed into two new conditionalequivalents
classesC,, Cy(f(C,,a)=w, f{C,.a)=y, with w,yeV,) thenon the
slicer,, exists equivalence class Cysatisfy: Cic Cy, also
smoothed into two new conditional equivalents classes C,;
and Cx["Sall..Sjﬁ/.' Cpgcxi B ngcx[" (f(cx[’:a) =W, f(Cxt‘"’ a) =y)
We say on the slice r, thenCyis smoothed sympathetic
partiallysmoothed into two new conditionalequivalents
classesC,; and C,; by the smoothing of Cgnto two new
conditionalequivalents classesC,,C,.

Prove

Assuming we have: C,eU/C, (f{(Cy,a)=z ) smoothed into two
new  conditionalequivalents  classesC,,C, (f(C,a)=w,
MCpa)=y,with w,yeV, ). Because C,eU/C, applying the

results of clause 1.1 we have: C,= ﬂ Cxpt ,thence inferred
xeid
3C,;€U/C'satisfy: Cic Cy. On the other hand, by
Cgmoothed into two conditionalequivalents classesC, and
C,s0 according to theorem 1.2 we have: C,= C,u C;= C,,
Cqc Cuwith f(Ca)=w, f(Cpa)=y.
Finally, we assign each element u eC,| Csat the index
attribute a either w or y thenwe have a subdivision of Cinto
two new conditionalequivalents classesC,; and C,; satisfy:
f(Cx[”a) =W, f(cxi"’a) :yandcxi = Cxi’u Cxi”~
The result is on the slice r, thentheconditionalequivalent
class Cysatisfy: Cic Cy , also smoothed into two
conditionalequivalents classesC,; and Cy; satisfy: C,cCy
ngcxi" (f(cxi g a) =W, f(Cxi"’ a) :y)andcxi = Cxi’u Cxi”~

PropositionIIlL.2

Let decision blockDB=(U,CUD), a=x"eC, V,is the set of
existing values of the conditional index attribute a, The z
value of a is smoothed to two new values w and y.

k n k
o= 43 wha = () ()
i=l,xeid i=k+1,xeid i1
n
D=, xdid x©
i=k+1

UIC={C},Cs,....Cof, UIC™= {C,,,C30sC,, )

x1>~x

U/D:{DI,DQ,...,Dk}, U/DX: {DxPDxZ""’thr}’

C,eU/C, CueU/C', C,cCy, DyeUD', s=I1.m, i=I.t,
Jj=1..h,. Suppose that if Cy( f(Cy,a)=z ) smoothed into two
conditionalequivalents classes C,andC,(f(C,,a)=w,
f(C,a)=y andon the slicer,, Cyis smoothed sympathetic
partially into two new conditionalequivalents classesC,;:
andC,; then:

© 2015-19, JARCS All Rights Reserved

i) Cxi = Cxi’L-/Cxi”’
ii) VD, eU/D": Sup(Cy,Dyy) = Sup(Cy,Dyy) +
Sup(Cyi,Dyy), with j=1,2,...,hy.
Prove
i) From the smoothing of the conditional
equivalence class C,;we have: Cy= Cy?UCyi.
i) Assuming we have: Cyis  smoothed

sympathetic partiallyinto two new
conditionalequivalents classesC,;-andC,;
=Cyi= Cy?UCy» andCyyNCyjo = ..
Other way: VD, eU/D": Sup(C,;,D,j)=|CyD,g]
[(CWCyi) MDyj| = [(CyMDyj) W(CyioMDyj).
We have: C,;:NCyir == (Cyi:nDyj) N(Cyi»MDyj) = &.
Inferred: Sup(Cy,Dyy)  =|(CxrMDyj)  U(Cxi»MDy)|
I(CxirNDyi)lH(CxiNDyj)| = Sup(Ci, Dyy) + Sup(Cyi, Dyy).
So we infer: vVD,;eU/D": Sup(C,,Dy) = Sup(Cy,Dy) +
Sup(Cyi,Dy), with j=1,2,...h,.

From this result we see: row corresponding to
theconditionalequivalence classCy;in the support matrix for
slicerwill be split into two new lines corresponding to two
new conditionalequivalents classesC,; andC,;.

Therefore, to calculate the value of the elements of these
two new rows in the support matrix with slice r,thenwe first
calculate the values Sup(Cy, Dyj) with j=1,2,...,h,. From
there, we infer the values Sup(Cy;, Dyj) is the subtraction
between Sup(Cy;, Dyj) and Sup(Cyi, Dyj) with j=1,2,...,h,.

PropositionIIL.3

Let decision blockDB= (U, CUD, V, f), a=x"eC, V,is the
set of existing values of the conditional index attribute a, the
w and y values of a are roughened to the new value z.

C= O x®, D= O x®, andCX:Lka("), D'=
il

i=l,xeid i=k+1,xeid

n
U x® , xeid

i=k+1

U/C:{Cj,CZ,...,Cm}, U/C'= {C c.,..C },

X192 x29°00 M xt,

U/D:{D1,D2, ...,Dk}, U/Dr: {Dxl,sz,...,thA },

Suppose, if two conditionalequivalents classesC,,C,U/C,
H(Cpa)=w, f(C,a)=y) is made rough into new
conditionalequivalent class C;eU/C ( f(C,,a)=z ) thenon the
slicer.exists two  conditionalequivalents  classesCy;
Cysatisfy: C,cC,, C,cCy;, also is made rough into new
conditionalequivalent classCysatisfy: C; cCy.

We say on the slice r, thenthetwo conditionalequivalents
classesCy;, C.is made rough sympathetic into Cyby the
roughening oftwo conditionalequivalents classesC,,C, toCi.

Prove

Assumingwe have: C, C,eU/C, (f(C,a)=w, f(C,a)=y),
applying the results of proposition I.1 we infer on the
slicer exists two  conditionalequivalents  classesC,;
Cysatisfy: C,cCy; C,cC,;. From there we have: flu,a)=w
with u eC,cCy;= f(Cy,a)=w, In the same way we also have:
flu,a)=y with ueC,cC;=/(Cy;a)=y.

On the other hand, assuming we have: two
conditionalequivalents classesC,,C,€U/Cis made rough into
new conditionalequivalent classC,€U/C, according to the
results of theorem 1.1 then we have:

19
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Va;#a, a;eC: f(C,a) = f(Cpa)=Va=a, a;eC':
J(Cpa) = flCpa)(1)

In slices r,thenwe have:

C,cC,eU/IC' = Vaj=a, a;eC': f(Cpay) = f(Cyia)(2)

Same, we also have:

C,cCyeUIC' = va=a, a;eC': f(Cpay) = f(Cy,a)(3)

From (1), (2) and (3) we infer:

va=a, 4 eC* fiCya) = fICya).

Therefore, apply the necessary and sufficient conditions in
the statement of the theorem 1.1, we havetwo
conditionalequivalents classes Cy, Cyis made rough
sympathetic  into  Cyby the roughening oftwo
conditionalequivalents classesC,,C, toC.

From the nature of the rough work two
conditionalequivalents classesCy;, CytoCy; we have:

ka = (Cxiu ij) =2 (Cp o Cq) = Cs'

From that: C,c Cy.

Propositionlll.4

Let decision blockDB=(U,CUD), a=x" €C, V,is the set of

existing values of the conditional index attribute a, the w
and y values of a are roughened to the new value z

k ko .
c- o ()P0
i=l,xeid i=k+1,xeid
n
D= U X, xeid.
i=k+1

U/C:{Cj,CZ,...,Cm}, U/sz{c C 2""’Cxtl}’

x1> ~x

U/D:{D1,D2,...,Dk}, U/Dr: {Dxl’D)cZ""’th },

C, C,eU/C, (f(Cha)=w, f(C,a)=y), DyecU/D", h=I.h,.
Suppose, if C, C, is made rough into new
conditionalequivalent class C( f{C,a)=z )and on the slice
rdwo  conditionalequivalents  classesCy, — Cy(C,cCy;
C,cCy)is made rough sympathetic intoCthen:

l) Cr[ Uij = Crk

ii) VYD, eU/D": Sup(C., D) +Sup(C,;, Dyy) =

Sup(Cy, D), voih=1,2,....h..

Prove
i) Suppose we have: xeCUCy=> xeCyor xeCy;. If xeCy
thenfrom thetwo conditionalequivalents classesCy;, Cyjis
made rough into conditionalequivalent classCy= f(x,a) =
f(cxi:a):f(cxkaa)zz'
On the other hand, applying the results of theorem 2.1 we
have Vaj# a"f(cvd»aj) :f(cv’aj):f(Crk»aj) _—)f(x,aj) :f(cva'»aj)
= fiCya)= f(Cya) = xeCy. Totally similar, when x
€Cyjwe also prove that xeCy.
So inference: (CUCy; )=Cu. (5)

On the contrary, suppose x €Cy, because Cyand Cyjis made
rough into Cyapplying the results of theorem 2.1 we have:
t7/aj¢ a. f(Cxi: a1)= f(Cx/’ a]): f(CAba/) = f(x7aj) =f(Cxiaaj) =
f(Cy;,aj). On the other hand, becausexeCy= f(x,a)=z but z
is made rough from w and y = f(x,a)=w or f(x,a)=y.

- If f(x,a)=w = f(x,a)=f(Cy;,a)= w = x€Cy;.
- If fix,a)=y = f(x,a)=f(Cy,a)=y = xeC,.
So xeCyior xeCyj= xeCyu Cy.
Therefore, from xeCy= xeCqu C.
So: Cuc (Civ Cyp)  (6)
Combined (5) and (6) we have: Cyu Cy = Cy.

© 2015-19, JARCS All Rights Reserved

ii) BecauseCy;, Cyarethe conditionalequivalents classes, so
we have:CinC,=3.

On the other hand: VD,, eU/D*: Sup(Cy,Dyj)=|CaDyy| =
[(CawCyj) MDyy| = [(CyimDip) W(CyyDip).

We have: Cxiﬁc)g:@D (Cxiﬁth) (\(ijﬁth) =0.
Inferred: Sup(cxkaxh) = |(Cximeh) U(ijmeh)|
|(Cximeh\)|+|(ijmeh)| = Sup(cxianh\) + Sup(cxjanh)'

So inference: VD, eU/D": Sup(Cy;Dy)=Sup(Cy;,Dyn) +
Sup(Cyj,Dxn) with h=1,2,.. A,

Thus, we see two rows of matrix of support on the slice
ricorresponding  to  the two  conditionalequivalents
classesCyi, Cyjis combined into a new row corresponding to
the conditionalequivalent class C,. The value of each
element of the new line corresponds to Cycs the total value
of two elements of two lines corresponding to CyandC,.

I11.2 Smoothing,
rougheningthedecisionequivalenceclassesonthedecision
block and ontheslice.

PropositionlIlL.5S

Let decision blockDB= (U, CuD, V, ), a=x"eD, V,is the
set of existing values of the decision index attribute a, the z
value of a is smoothed to two new values w and y.

C= O ¥, D= LnJ x®, and Cx=0x(i),U=
in1

i=l,xeid i=k+1,xeid

n
U x@, xeid.
i=k+1

U/C={C},Cs,..., Gy}, UC={C,,,C,,,....C,, },
UD={D\D,,...D}, UD'={D,,D,,,..,D,, }

Suppose  that if decision equivalent classDs;eU/D
( f(Dya)=z ) smoothed into two decisionequivalents
classesD,, Dy (f(D,,a)=w, f(Dg,a)=y, withw,yeV,) thenon the
slice r,, exists decision equivalence classDysatisfy: DycD,; ,
also smoothed into two new decision equivalents classesD,;
ande;,-satisﬁ/: Dp_CDxi ' Dqux[" (f(Dxi ':a) =W, f(Dxi"’ a) :y)
We say on the slice r, thendecision equivalent classDyiis
smoothed sympathetic  partially  into  two  new
decisionequivalents classesD,; and D,;- by the smoothing of
Dyginto two new decisionequivalents classesD,,D,.

Proving this clause is similar to the proof of the proposition
IL1.

PropositionlIl.6

Let decision blockDB=(U,CUD), a=x"eD, V,is the set of
existing values of the decision index attribute a, the z value
of a is smoothed to two new values w and y.

C= O ¥, D= O NON

i=l,xeid i=k+1,xeid

n
U x®, xeid.
i=k+1

UIC={C1,CoresCo. U/C= {C,,C s Cy b
U/D:{D1,D2, ...,Dk}, U/D'= {DxI’DxZ""’thA },

k
and C'= Ux(i), D'=
il

D;eU/D, D,eUD', DDy, CyeU/C', s=I.k i=I.h,
j=1..t. Suppose  that  if  decision equivalent
classDy( f(Ds,a)=z ) smoothed into two decisionequivalents
classesD,, D, (f(D,,a)=w, f(D,a)=y and on the slice r, Dyiis
smoothed sympathetic  partially  into  two new
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decisionequivalents classesD,;-and D, then:

i) Dy = Dy UDy
ii) vC,;eU/C": Sup(Cy,Dy;) = Sup(Cy,Dy;) +
+ Sup(Cy;, Dy;), with j=1,2,...t,.
Prove

i) From the smoothing of the decision equivalent
classDy;we see that: Dy = Dy Dy

il) Assuming we have: Dyis smoothed sympathetic
partially  into  two new decisionequivalents
classesD,; and D,;

= D,;=D,;UD,;» and D,y Dy = ..

Other way: VC,eU/C":  Sup(Cy,D.)=|CynDy| = |Cyn
(Dxi?w Dyi)| = [(C4M Dxi) W(Cyg Dyir)-

We have: Dy-NDyi» == (Cy N Dy;) N(CyjN Dyi) = .

Come on: Sup(cv»Dxt) :chj M Dxi’) U(ijﬁ Dxi”)' = |(ij M
Dxi’)|+|(cxjm Dxi”)‘ = Sup(CX/}Dxi) + Sup(CX/':Dxi’)'

So we infer:  VC,;eU/C": Sup(CyD,) = Sup(CyD,;) +
Sup(Cy, D), with j=1,2,...,t,.

From this result we see: columncorresponding to
thedecisionequivalence classDyiin the support matrix for
slice rywill be split into two new columns corresponding to
two new decisionequivalents classesDy;and Dy

Therefore, to calculate the value of the elements of these
two new columns in the support matrix with slice r, then we
first calculate the values Sup(Cy;j, D) with j=1,2,...,t,. From
there, we infer the values Sup(Cyj, Dy;) is the subtraction
between Sup(Cy;, Dy;) and Sup(Cyj, D) with j=1,2,....t,.

PropositionlIl.7
Let decision blockDB= (U, CuD, V, ), a=x"eD, V,is the
set of existing values of the decision index attribute a, the w
and y values of a are roughened to the new value z.

k

Cc= U @, D= LnJ x®, and Cx=0x(i),
il

i=l,xeid i=k+1,xeid
D= U ¥, xeid.
i=k+1
U/C:{Cj, Cz, ...,Cm}, U/sz {Cxl,sz,..., Cxtl },

UD={D.,D,,...D}, UD'= {D,,D,,,...,D,, }

Suppose, if two decisionequivalents  classesD,,D,,
(f(D,,a)=w, f(D,a)=y) is made rough into new
decisionequivalent classD;eU/D ( f(Ds,a)=z ) then on the
slice r.exists two decisionequivalents classesD,; Dsatisfy:
D,cD,;, D,cD,, also is made rough into new decision
equivalent classD,;, satisfy: Dy Dy

We say on the slice r, thentwo decisionequivalents
classesD,;, D.is made rough sympathetic intoDyby the
roughening of thetwo decision equivalents classesD,,D,
todecision equivalent classDs;.

Proving this clause is similar to the proof of the proposition
I1.3.

PropositionlIl.8

Let decision blockDB=(U,CUD), a=x" €D, V,is the set of
existing values of the decision index attribute a, the w and y
values of a are roughened to the new value z.

C= LkJ x®, D= U x®, and CX:Lka("),

i=l,xeid i=k+1,xeid i=1
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n
D= U X, xeid.
i=k+1

U/C:{Cj,CZ,...,Cm}, l]/Cm= {C C eee C },

X192 =x29000 Mxt,

U/D={D,,D,,...Dy}, U/D'= {D,, D5, D, }»
D, D, €U/D, (f{(D,a)=w, f(D,a)=y), Cy,eU/C', h=I.t,
Suppose, if two decisionequivalents classesD,, D, is made
rough into new decision equivalent classD,, ( f(Dya)=z )
and on the slice riwo decisionequivalents classesD.;, D,;
(D,&D,; D,cD,)is made rough sympathetic intoD ., then:

l) DinDx/ = ka

ii) t7/C)ch eu/C*: S“P(th,Dn) +SUP(th,DX/) =

= Sup(C,,Dy), with h=1,2,....t..

Prove

i) Suppose we have: ueDyUD=ueDorueDy;. IfueDy;
thenby two decision equivalence classes Dy, D,jis made
rough  intodecision  equivalent  classDy=>f(u,a) =
f(DXi’a‘):f(DXkaa):Z'
On the other hand, apply the results of the theorem 2.1 we
haveva,# a: f(Dya,) = f(Dya)= f(Dwa,) =f(ua,)
:f(Dxi’ar) = f(ij:ar): f(ka;ar) =>u Eka~ Completely
similar, ifueDy; then we also proved ueDy.
So inference: (Dy\WDyj )&Dxk. @)
On the contrary, suppose ueDyy, because DyandDyis made
rough intoDyshould apply the results of the theorem 2.1 we
have: Va,# a: f(Dya)= f(Dya)= f(Dwa) = f(ua)
=f(Dy;,a;) = f(Dy,a). On the other hand, by ueDu=
f(u,a)=z but z made rough from w and y = f(u,a)=w or
f(u,a)=y.

- If f(u,a)=w = f(u,a)=f(Dy;,a)= w =ueDjy;.

- If f(u,a)=y = f(u,a)=f(Dy,a)=y =ueDj.

SoueD,jorueD,j=>ueD,;UDj;.

Therefore, fromueDy, =ueD,UDy;.
So: kag (Dinij) . (8)
Combined (7) and (8) we have: D,;UD,; = Dy.

ii) Because Dy, Dyaredecision equivalence classes, so
we have: Dy Dy=.
On the other hand: VCy, eU/C": Sup(Cy,D)=|Cop Dy =
|(Dinij) mcxh' = |(Dximcxh) U(ijmcxh)|'
We have: DND,== (DyNCyn) N(DyNCyn) = 3.
Inferred: Sup(Cyp, D)= |(CxnnDyi)  W(Cyp Dy
[(CxeDiipH(CxnDyj)l = Sup(Cin,Dxi) + Sup(Cyn,Dyj)-
So inference:  VC,, eU/C*:  Sup(Cy,Dyy)+Sup(Cyy, Dyy) =
Sup(Cy,, D), with h=1,2,....t..

Thus, we see two columns of the support matrix on the
slicer,corresponds to two decision equivalence classes Dy;,
D.jis made rough sympathetic intoa new column
corresponding to the decision equivalent class Dy. The
value of each element of the new column corresponds to
Dyis the total value of two elements of two columns
corresponding to two decision equivalence classesDy; and
D,

IV. CONCLUSIONS
From the initial results on the decision block, the paper

proposes and demonstrates some of the results of the
relationship between roughing, smoothing the values of
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conditional attributes or decisionsfor conditionalequivalents
classesordecision equivalence classeson the decision blocks
and on the slices. The smoothing of conditionalequivalents
classes or decision equivalence classes on the decision
blockshave a sympathetic partially the smoothing of
conditionalequivalents classes or decision equivalence
classesrespectively on the slice. The roughening of
conditionalequivalents classes or decision equivalence
classes on the decision blockshave a sympathetic the
roughening of conditionalequivalents classes or decision
equivalence classes on the slice. From these results,
calculation of support matrix on the slicesame is define as
the calculation of the support matrix on the block whenthe
smoothing, roughening of conditionalequivalents classes or
decision equivalence classes.

In special cases, the index set id = {x},the information
blocks degenerate into information systemsthenthese results
coincide with the results reported by many authors for the
information system. Onthebasis of theseresultswe can
studythe reverse relationshipbetweenslices of information
block withthat block itself, in case theobjects of
theinformation block are changed...,someotherresultsmay be
considered in  individual cases of information
blocks...,itaddsthetheoreticalresults of theexploitation of
decision rules oninformation blocks.
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