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ABSTRACT 
 
Frequent pattern mining is one of the most notable areas under 
research.  Mining frequent itemsets in transactional databases 
paves way for business improvements.  In this paper, a hybrid 
algorithm called CanTree is proposed, which is based on the classic 
Apriori and FPGrowth.  The proposed algorithm has been derived 
by improving the existing advantages of both the algorithms and 
avoiding the recursive generation of conditional pattern bases and 
sub conditional pattern trees which is the main disadvantage in 
FPGrowth.  The proposed algorithm has been examined by 
comparing the results with the existing algorithms.  The parameters 
taken for analyzing are time, and memory space.  Four different 
real time datasets with varied sizes from the UCI and Frequent 
Itemset Mining Implementations Repository (fimi) were used for 
the experiments.  The result shows that the proposed algorithm 
gives betterment in the mining process of frequent itemsets than 
the existing algorithms. 
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1. Introduction 

Itemset Mining plays an important role in the field of pattern 
mining.  Itemset is a set of items in a particular transaction.The 
variations in frequent patterns are long patterns, interesting 
patterns, sequential patterns, graph patterns, uncertain frequent 
patterns spatiotemporal patterns and so on.  Researches are 
ongoing process in this field to mine these types of patterns.  Other 
than association rules, mining frequent patterns leads for effective 
classification, clustering, predictive analysis and so on.  Frequent 
pattern mining has wider application areas such as   software bug 
detection, network analysis, customer analysis, clustering, 
classification, outlier analysis, indexing, web log mining, chemical 
and biological applications and so on.  Finding the frequent 
itemsets leads to form associations among the items in the 
transaction.  Further association rules can be framed which can 
then be mined.  Mining association rules paves way for betterment 
of the businesses.   So the key aspect in the process is mining 
frequent patterns.   

1.1 Proposed Work 

For mining frequent patterns, different types of algorithms are 
presently available.  Some are join-based algorithms, and some are 
tree based algorithms and other techniques are also available in 
their optimizations.   Apriori is the best example for join based 
algorithms and FPGrowth is for tree based algorithms.  Each has 

their own pros and cons.  In this paper a new algorithm called as 
CanTree(CT) has been proposed, which is based on Apriori and 
FPGrowth algorithms.  This combines both the candidate 
generation and tree formation techniques. The results shows the 
proposed algorithm’s performance is better than the both existing 
algorithms. 

The rest of the paper is organized as follows: section two 
briefly reviews the Apriori and FPGrowth algorithms and their 
optimized algorithms and describes the horizontal and vertical 
format of the databases.  In section 3 the proposed algorithm is 
explained briefly and in section 4 the experimental results are 
shown with their interpretations and in section 5 conclusion and 
future work have been discussed.    

2. Background 

 Apriori is a classic algorithm[1] was devised by Agrawal 
et.al in 1994 which uses join and prune technique.  FPGrowth [2] is 
a tree based algorithm without candidate generation method. 
Header table and tree formation is the technique used in this 
algorithm.  In the later phase Eclat[3] algorithm was proposed 
which uses the vertical database format for mining frequent 
patterns.  Optimizations were made then on these algorithms to get 
the best out of them.  Most of the then devised algorithms were 
based on these three algorithms.Xiang Cheng et al. [4] proposed an 
algorithm named as DP-Apriori which used transaction splitting. A 
support estimation technique was used in  DP-Apriori which 
prevented information loss by transaction splitting.  MSPM 
algorithm for patternsinmultiplebiologicalsequences was devised 
by Ling Chen et al.[5].  This algorithm mines frequent patterns 
without candidate generation.  Pattern extending approach based on 
prefix tree was used in this approach.   

 Tree based algorithms are based on nodes and header 
tables.  There are different types of data structures used for 
optimization of tree based algorithms.  Some of them are N-list by 
TuongLe,etal.[6], nodelists and nodeset by Zhi-Hong Deng et 
al.[7].  

Candidate generation and pruning is the base of Apriori 
algorithm.  More number of candidates are generated and then they 
are pruned according to the given support count.  There exists 
excessive I/O operations and repeated scanning of databases.  This 
leads to more time and space complexity. This is the main 
drawback of Apriori. In FPGrowth,the recursive generation of 
conditional pattern bases and sub conditional pattern trees which 
are the main weaknessin FPGrowth.  The proposed algorithm 
overcomes some of the limitations of both the algorithms.  Both 
Apriori and FPgrowth uses horizontal format of the database, 
whereas one of the most basic algorithms Eclat uses vertical format 
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of the database.  As the proposed algorithm is based on Apriori and 
FPGrowth, it also mines using horizontal format of the database. 

2.1Horizontal Database Layout  

In horizontal data format, the data contains transaction id (tid) 
followed by the list of items. For example, in market basket 
analysis, the data formatis tid, that istransaction ID followed by the 
list of items purchased by the customer.  

Tid/item I1 I2 I3 I4 I5 
100 1 1 1 0 0 
200 1 0 1 0 0 
300 0 1 0 1 1 
400 1 0 0 1 1 

Fig. 1 Horizontal layout of Dataset DB. 

2.2 Vertical Database layout  

Item/tid 100 200 300 400 500 
I1 1 1 1 0 0 
I2 1 0 1 0 0 
I3 0 1 0 1 1 
I4 1 0 0 1 1 

Fig. 2 Vertical layout of Dataset DB. 

Following are the definitions of terms which are commonly used in 
the paper. 

• Set: Collection of elements. 
• Pattern or Itemset: A set of items. 
• Support: The number of occurrences of an itemset in a 

dataset. 
• Min-support: The minimum frequency that an itemset 

should have to be frequent. 
• Frequent pattern: An itemset whose frequency is at least 

min-support. 
• K-itemset: an itemset containing k items 
• Candidate: Any itemset that might be a frequent pattern  

 

3. CanTree(CT)Algorithm 

In this section, a new algorithm based on Apriori and the FP-
Tree structure is proposed , which is called CanTree. This 
algorithm includes two steps.  First, the data set is scanned one 
time to find out the frequent 1 itemsets.  Function apriori-gen 
generates the candidate itemsets as Apriori, It generates Ck+1 from 
Lk  in the following two step process: 

Join step:By finding the union of the two frequent itemsets of size 
k, generate LK+1, the initial candidates of frequent itemsets of size 
k + 1, Mk and Nk that have the first k−1 elements in common. 
 
LK+1 = Mk∪Nk= {iteml, . . . ,itemk−1, 
itemk, itemk} 
Mk= {iteml,item2, . . . , itemk−1, itemk} 
Nk= {iteml,item2, . . . , itemk−1, itemk } 
where, iteml<item2 <· · · <itemk<itemk. 
 
Prune step: Check if all the itemsets of size k in Lk+1 are frequent 
and generate Ck+1 by removing those that do not pass this 
requirement from Lk+1. According to Apriori property, any subset 
of size k of Ck+1 that is not frequent will also be infrequent and 
cannot be the subset of a frequent itemset of size k+1. 
 

Procedure treeBuild is used to compute the count of each 
candidate in the given candidate itemset by building the FP tree.  
The method constructs a FP-tree as same as FP-growth, and the 
next step is for each item in the header table, it finds all branches 
that include the item and returns the support of the candidate 
itemset.  

ItemName 

 

NodeLink 

 

Count 

Fig.3aData structure of the node of header table 

ItemName 

 

NodeLink 

 

SuperNode 

 

SubNode 

 

Count 

Fig.3bData structure of the node of FP-tree 

Fig.3a shows the data structure of the node of header table. Its 
NodeLink points to the starting node in FPtree which has the same 
name with it. Fig.3b shows the data structure of the node of FP-
tree. Its NodeLink pointsto the next node in FP-tree which has the 
same name with it. 

 Then the support of the candidate itemset is compared 
with the minimum support, and finally the resultant output is 
achieved.  
 
The detailed CanTree algorithm is as follows.  
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4. Experimental Results 
 

The following are the results of the proposed CanTree(CT) 
algorithm in various datasets. The implementation is done using 
Netbeans IDE and coded using java programming language. Three 
realtime transactional datasets from FIMI(Frequent Itemset Mining 
Implementations Repository) were used for the experiments. These 
are also available in the machine learning UCI repository.  They 
are Mushroom, Chess, Accident and Pumsb.  Processing time is 
measured in milliseconds and space used is measured in 
megabytes.   

 

 
Fig.4 Memory space consumption of Algorithms 
 

The Fig.4 shows the results of memory consumed by the 
algorithms in various datasets.  The datasets are of varied sizes and 
number of transactions and frequent itemsets are different.  It is 
observed that Apriori algorithm consumed more space than the 
other two. FPGrowth algorithm took less space than Apriori and 
the proposed CanTree utilized space lesser than both the algorithms 
in all the four datasets. 

 
Fig.5Time consumption ofchess dataset 
 

 
Fig.6Time consumption ofAccident dataset 
 

Procedure : treeBuild 
Input         : candidate item set c  
Output     : the support of candidate item     
set c 
Sort the items of c by decreasing order of 
header table; 
Find the node r in the header table which 
has the same name with the first item of c; 
s = r.NodeLink; 
count = 0; 
while s ≠ф 
{ 
If the items of the itemset c except last item 
all appear in the prefix path of s 
Count + = s.count ; 
s = s. NodeLink; 
 } 
return count/ totalrecord ; 

 

Procedure :CanTree(CT) 
Input :dataSet D, minimum support minsup. 
Output : frequent item sets L 
L1= frequent 1 item sets 
for(k=2; Lk -1≠ф ; k++) 
{ 
Ck= Apriori_Gen(Lk-1, minsup); 
For each candidate c ∈ D 
{ 
 Sup= treeBuild(c); 
If(sup >minsup) 
Lk = Lk U c; 
 } 
 } 
return L = {L1UL2 U L3 U………U Ln}; 
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Fig.7Time consumption ofpumsb dataset 
 
 

 
Fig.8Time consumption of mushroom dataset 
 
Fig.5,6,7,8shows the Time taken to mine frequent itemsets by the 
algorithms in various datasets.  It is observed that Apriori took 
more time to process than the other two in all the datasets.  
FPGrowth algorithm used less time than Apriori and little bit more 
than the proposed CanTree algorithm.  The proposed algorithm 
processed in lesser time than the existing Apriori and FPGrowth 
algorithms. 
 

5. Conclusion and Future Work 
 

The experiments were conducted using different support 
thresholds.  The datasets were realtime datasets from UCI(UC 
Irwin machine Learning Repository) and FIMI(Frequent 
ItemsetMining Dataset Repository). The proposed algorithm scans 
the database twice and the mining process is done. It is observed 
that CanTree(CT) performs better than the existing Apriori and 
FPGrowth algorithms both in reducing processing time and space 
used.  Still it needs to generate candidate itemsets.  In future the 

algorithm can be enhanced by taking efforts to further reduce the 
amount of memory space and processing time.  The proposed 
algorithm still needs to generate candidates for processing that can 
be avoided in the algorithm’s enhancements, and implement the 
same in data streams. 
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