
DOI:

© 201

A L

 

Abstr
most 
overi
age b
syndr
used 
 
Keyw

 
1. IN
 
PCO
of a
poly
obes
chan
They
your
whic
cardi
chara
wom
that 
The 
patie
wom
are a
 
2. H
 
PCO
will 
imba
Estro
Horm
Whe
Per 
Testo
most
boun
horm
The 
fema
testo
men
 
 

: http://dx.doi.

15-19, IJARCS A

LITERAT

Dep
Kongu

Coi

ract: Polycysti
of the women 

ies.It is a condit
between 15 – 
rome, women h
in various area

words:  PCOS, T

NTRODUCTI

OS is characte
androgen by 
ycystic ovarian
se. Obese wom
nce of menstr
y tend to be in
r body’s cells
ch can incr
iovascular d
acteristic wh

men regardless
long-term in
risk of typ

ents is 5 to 1
men [2] with m
at high risk for

ORMONAL 

OS is a plight 
develop on o

alance [3].The
ogen, Proge
mone. 
ere pg/mL is p

Millilitre an
osterone, pro
tly by the ova
nd with protei
mone [4]. 

over product
ale body tha
osterone in 
struation and 

.org/10.26483/

Interna

All Rights Reserve

TURE IN
WOM

Neetha T
Research 

artment of Co
unadu Arts an
imbatore, Tam

 
ic Ovarian Mor

 nowadays .It 
tion in which th
44.Inspected th

hormonal level,
as in medical mi

Type 2 diabetic

ION 

rized as hype
ovaries; lead
n morphology
men with ovar
rual aberration
nsulin resistan
s become res
rease the r

disease, meta
ich is seen 
s of weight or
nsulin resistan
e-2 diabetes 
0 fold higher

metabolic synd
r Cardio Vasc

LEVEL IN A

that leads to 
ovaries. These
e typically af
esterone, Te

picograms pe
nd IU/L stan

oduced in sm
aries and adre
ins in the bloo

ion of Ander
at lead to 

a woman’s
ovulation 

/ijarcs.v9i1.539

Volu

ational Jou

Av

ed    

NSPECTIO
MEN USIN

Thomas 
Scholar 

omputer Scien
d Science Col

mil Nadu, Indi

rphology (PCO
affects 5–20%

he egg never ge
hrough various
, various treatm
ining. 

cs, CVD, KDD,

erandrogenism
ds to ovulator
y (PCOM).PC
rian syndrome
n and hirsute
nt (IR).It is a 
sistant to the
risk of typ
abolic dysfun
in both obes

r BMI [1].But 
nce eventually

mellitus (T2
r than normal
drome or type
cular Diseases

A WOMEN  

small, cysts 
e cysts caused
ffected hormo
estosterone, 

r millilitre, n
nds for Intern

mall amounts 
enal glands. T
od and free Te

gon hormone
hyperandroge

s body can

93 

ume 9, No. 

urnal of Ad

RESE

vailable On

ON ON P
NG DATA

nce 
llege 
ia 

OM) or Polycy
% of women of 
ets matured for 
s research pap

ments, and assoc

, Data Mining.

m, excess prod
ry dysfunctio

COS can be l
e have a preem
e than lean w

condition in 
 effects of in
e-2 diabetes
nction etc.It
se and lean 
to conform c

y leads to dia
2D) among 
l. Reproductiv
e 2 diabetes m
 (CVD). 

which are ha
d with the hor
ones are, Andr

(LH) Lutei

g/mL is nano
national unit
in women's 

Total testoster
estosterone is

e,a male horm
enism,So inc
n abolish n

 1, January

dvanced Re

EARCH PA

nline at ww

POLYCY
A MININ

ystic ovary syn
f child bearing 
ovulation. This
ers including m
ciated diseases 

duction 
on and 
ean or 
minent 

women. 
which 
nsulin, 
s and 

is a 
PCOS 

can say 
abetes. 
PCOS 
ve age 

mellitus 

armless 
rmonal 
rogens 
inizing 

ograms 
ts/litre. 
bodies 
rone is 
 a free 

mone,in 
creased 
normal 

 

 
3.
PO
 
A
ha
hy
di
cy
pa
as
Th
 
1.

2.
3.

4.

y-February

esearch in C

APER 

ww.ijarcs.in

YSTIC OV
NG METH

D
Kon

C

ndrome (PCOS
age. Polycystic

s is a hormonal 
medical papers
of PCOS etc.Th

Tabl

 
Estrogen 

 
Progestrone

 
Testosterone

 
Luteinizing 
Hormone 

. SYMPTOM
OLYCYSTIC

According to th
ave elevated 
yperandrogeni
iagnosed with
ycle as well 
atients. Varia
ssociated co-m
he major symp

 Hirutisam
buttocks) 

 Acne on fa
 Alopecia,

baldness 
  Headaches

y 2018 

Computer 

nfo 

VARIAN 
HODOLO

Dr. A.Ka
Associat

Department of 
ngunadu Arts 
Coimbatore, T

), is an endocr
c means multip
imbalance in w

s, as a result ,
he study also in

le 1.Normal le

Follicu

Ovula

Lutea

e 
Follicu

Lute

Post-M

e 
Total T

Free T

Lute

Follicu

Ovula

MS AND AS
C OVARIAN

he studies [5],
testosterone 

isam and e
h obesity,15%
metabolic ris

ability is viv
morbidities. 
ptoms of PCO

(over growt

ace ,dark patch
thinning ha

 

 Science 

ISSN No

MORPH
OGIES 

avitha, Ph.D 
te Professor 
Computer Sci
and Science C

Tamil Nadu, In

rine disorder, w
ple cyst, which 
women during t
this paper surv
ncorporates diff

evel of hormon

ular Phase 

atory Peak 

al Phase 

ular phase 

al phase 

Menopausal 

Teststerone 

eststerone 

al phase 

ular phase 

atory Peak 

SSOCIATED
N SYNDROM

, diagnosis of 
level, 26% 

elevated  t
% have irreg
sk are also e
vid in diagn

OS including:-

th of hair, o

hes on facial s
ir on scalp 

               547

o. 0976‐5697

HOLOGY

ience 
College 
ndia 

which can be se
are fluid sacs

their puberty, i.
vey about caus
ferent methodo

nes in women

30-120 pg/m

130-370 pg/m

70-250 pg/m

0.2-1.4 ng/m

4 – 25 ng/ml

0.1 – 1 ng/m

0.1 - 1.2 ng/ m

0.3-1.9 ng /m
0.5 to 

16.9 IU/L
1.9 to 

12.5 IU/L
8.7 to 

76.3 IU/L

D DISEASES
ME 

f PCOS varies
have the sig
testrone,59% 

gular menstru
elevated on P
nosing PCOS 

- 

on the face, c

skin 
or male pa

7  

7

 IN 

een in 
inside 
e., the 
ses of 
logies 

n 

ml 

ml 

ml 

ml 

l 

ml 

ml 

ml 

S OF 

,39% 
gn of 

are 
uation 
PCOS 

and 

chest, 

attern 



Neetha Thomas et al, International Journal of Advanced Research in Computer Science, 9 (1), Jan-Feb 2018,547-551 

© 2015-19, IJARCS All Rights Reserved                     548 

5.  Sleep Apnea. 
6.  Infertility, missing of menstruation (oligomenorrhea) 

[6] for more than 35 days. 
7. Anxiety or higher risk of depression in women etc 
8. Menstrual cycle fluctuations, like absent periods, 

irregular menstrual cycles,  
9. Light or heavy bleeding that varies monthly. 
10. Deepening of the voice. 
11. Decreased breast size. 
12. Preeclampsia, It is marked by high blood pressure in 

women   
13. Cancer [7] 
a) Endometrial cancer 
b) Ovarian cancer 
c) Breast Cancer 
14. For pregnant women with PCOS : it leads to[7],  
a) Abortion 
b) Gestational Diabetes Mellitus 
c) Disorders in Pregnancy 
d) Preterm child birth,etc  
 

 
           Figure 1 Associated Disease of PCOS 
Figure 1 includes a complex number of other symptoms in 
addition to the symptoms related to the reproductive system 
are mentioned above [8][9].  
                                               
4. MANAGEMENT OF WOMEN WITH PCOS 
 
The polycystic ovary Syndrome (PCOS) can be ingrained as 
12 or more ovarian follicles, which are 2–9mm in size, 
and/or a total ovarian volume of more than 10cm [10].PCOS 
treatment varies according to the patient’s physical health 
and symptoms here listed a few treatment methods or 
medicine for PCOS. 
 
1. Weight reduction 
2. Metformine: Studies are demonstrated that metformine 

improved ovulatory function in   adolescents as well as 
hyperandrogenisam [11] 

3. Clomiphene citrate (CC): To encourage ovulation 
4. Laparoscopic Ovarian Drilling (LOD): A safe and 

effective surgical treatment [12].it is also named as 
Laparoscopic ovarian diathermy 

5. Life style Management: A healthy diet and regular 
exercise can help lessen the symptoms of PCOS. 

6. Gonadotropins: induce ovulation, help to achieve 
capable follicle for fertilization [7]. 

7. Treatment of menstrual dysfunction 
8. Spironolactone, blocks androgen receptors [7]. 

9. Cyproterone acetate (CPA), progestin agent which 
suppresses androgen action [7]. 

10. Myo-inositol: Treating women with myo-inositol is to 
reduce androgen levels. 

11. Clomid: which stimulates ovulation [13] 
 
5. LITERATURE SURVEY 
 
Medical data mining plays a major role in health care 
industry. It enables health systems, by analyzing patterns 
embedded in huge data and converted into meaning full 
information.  Different types of methodologies are 
incorporated that help to understand medical data by 
differentiating pathological data and normal data. The 
following papers are surveyed.  
M. Alotaibi,A. Alsinan,[14]did a case study on PCOS in 
Gulf Countries. They presented the system using mobile 
health care technologies. Analysis has been done using 
statistical software SPSS.Sandy Rihana et al,[15] proposed 
an automated cysts detection and classification in the ovary 
using multiscale morphological and SVM. 
Sharvari S. et al, [16] proposed an automated detection of 
PCOS by calculating no of follicles in ultrasound ovarian 
image and assimilate both clinical and biochemical imaging 
parameters so as to classify patients into normal and PCOS 
affected. Features are extracted using Multiscale 
morphological approach and Classification of all the data is 
done using Support Vector (SVM) algorithm.Yinhui Deng 
et al [17],introduced filtering method named adaptive 
morphological filter and watershed algorithm to extract 
outlines of targets, a clustering method is applied to identify 
expected follicular cysts.Palak Mehrotra et al, [18] written a 
paper in Automated Ovarian Follicle Recognition for 
Polycystic Ovary Syndrome used the techniques like 
multiscale morphological approach for contrast 
Enhancement and scanline thresholding is used to extract 
the contours of the follicles. 
S. Sheela et al[19], mentioned about theoretical 
investigations on PCOS.They used Wiener filters for the 
removal of speckle noise, extraction of region of interest 
using segmentation, classify  images in maximum accuracy 
to detect ovarian cyst in short time.Bedy Purnama et al [20], 
did a classification of polycystic Ovary Syndrome based on 
follicle detection of ultrasound images by using the 
methodology feature extraction using Gabor wavelet. The 
images of follicle are categorized into two groups of texture 
features as dataset A and dataset B [20].  
The above discussed paper fall under PCOS medical image 
processing. 
S. Rethinavalli et al[21] proposed a paper on PCOS 
prediction using the type of menstruation,Orginal dataset 
containing 32 attributes ,later reduced the attributes to 7 
using feature selection in the pre-processing step.NFRS  
(Neural Fuzzy Rough Set)and ANN algorithm are used to 
compare PCO syndrome and without PCO Syndrome. Chi-
square test proved the correlation between types of 
menstruation and PCOS disease. 
Various other medical mining areas includes the prediction 
of coronary heart disease,diabetics,MetS(Metabolic 
Syndrome),kidney disease, breast cancer etc.Some of the 
related medical mining works are also added. 
Uma Ojha et al[22],had a study on the prediction of breast 
cancer,they used Eight data mining methods Kmeans,EM, 
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PAM and Fuzzy c-means,SVM, C5.0, KNN and Naive 
Bayes.Among these the classification algorithms, C5.0 and 
SVM have shown 81% accuracy in the prediction of 
disease. 
Vrushali R. Balpande et al[23], proposed a study on the 
prediction of  diabetics using ECLAT methodology. It is an 
Equivalence Class Clustering and bottoms up lattice 
traversal Algorithm, which calculates the patient has Un-
Control Condition of diabetes.Messan Komi  et al[24] 
proposed a research paper on diabetes prediction system 
using five data mining classification modelling techniques 
like Gaussian mixture model (GMM), Support vector 
machine(SVM), Logistic regression, Extreme learning 
machines (ELM), Artificial Neural networks (ANN). ANN 
found to be more effective with 89% accuracy using 
MATHLAB Tool followed by ELM and GMM. 
Yao Xiao et al[25] had a study on preventive cardiovascular 
health using RFMiner,in that they used 8 base classifiers in 
which, Naive Bayes and Random forest are best 
performers.A cascaded classifier is used by combine the 
advantages of both Naive Bayes and Random Forest. 
Theresa Princy. R et al [26], suggested a survey on the 
different classification techniques used in predicting heart 
disease, they used classification techniques like Naïve 
Bayes, KNN, Decision Tree Algorithm, Neural Network. 
Whereas KNN and ID3 found to be more efficient as the 
risk rate of heart disease was detected.S.Radhimeenakshi 
[27] proposed a paper for the prediction of heart disease 
using ANN and SVM Classifiers.SVM is found to more 
effective in terms of accuracy. 
Narander Kumar et al[28],proposed a paper in the prediction 
of kidney disease using WEKA Tool, in which they used 
five different classifiers like J48, Naïve Bayes, Random 
Forest, SVM and k-NN classifiers are compared with 
performance measures like ROC, kappa statistics, RMSE 
and MAE.Where Random forest classification holds great 
accuracy and prediction. 
Nahla Barakat [29] proposed a paper on prediction of MetS 
(metabolic syndrome),before it may lead to CVD and type-2 
diabetics. He introduced a hybrid technique in which SVM 
is the main classification algorithm used.The model is based 
on cascade generalization concept (CGen-SVM), because it 
consists of more number of classifiers. 
 
6. KNOWLEDGE DISCOVERY DATABASE 
PROCESS. 
 
Data mining process of discovering patterns from large data 
sets [30]. It is the core part of the knowledge discovery 
process. 

 
Figure 2 

 
KDD or Knowledge discovery is the selection of relevant 
data. Figure 2 shows the transformation of the raw 
information into valid information..KDD includes [31], 
1. Data selection 
2. Data cleaning  

3. Data transformation  
4. Pattern searching (data mining)  
5. Finding or Presentation/ Interpretation/Evaluation 
 
7. TASKS IN DATA MINING 
 
Data mining tasks are classified as classification, prediction, 
trend analysis or time series analysis, which is predictive 
category. Summarization, clustering, association fall in 
descriptive. 
 
1. Classification: it accurately predicts the target class for 

each item in the data [32]. 
2. Prediction: The classification and prediction in data 

mining snatch the basic trend of the evolution of data 
which is unknown [33].Prediction attempts forming of 
patterns that helps to predict the next event in the given 
available input data. It is the relationship between 
independent variables dependent and independent 
variables. 

3. Trend analysis: it reveals knowledge about what has 
taken place in the past and in future. Trend analysis is 
habitude of collecting and attempting to spot patterns 
[34].Techniques such as clustering, classification, 
regression, etc. can use in trend analysis of time series 
data. 

4. Summarization: it is generalized data, which is the main 
concept in data mining, contains methods to find 
description of a dataset. Some of the summarization 
methods are tabulating the mean; standard deviations 
are often applied for data analysis, data visualization 
and automated report generation [35]. It includes both 
primitive and derived data. 

5. Clustering: it is technique for the discovery of data 
distribution and patterns. Clustering is an unsupervised 
learning [36].Two clustering paradigms are hierarchical 
and partitioning. The hierarchical clustering includes 
sequence of partitions, which is nested into sequence of 
next partitions. In Partitioning clustering, database is 
partitioned into clusters, in which k partitions optimize 
a certain criterion [37]. 

6. Association: It is the relationships between items. They 
are if/then statements used to understand relationships 
or the probability of the occurrence of items in a in 
a relational database or in an information repository 
.i.e., In a set A= (t1, t2, t3 ...tm} are set of items. 
Consider D as transactional database; perform set of 
transactions, in which each transaction D contains set of 
items. Thus D is the subset of A [36]. 

 
8. DATA MINING APPROACHES 
  
Data Mining Techniques are used in many Diagnosis 
Systems [38]. Data mining approaches includes statistics, 
machine learning, database systems, neural networks, rough 
sets and visualization etc [39]. 
 
1. Statistical Approaches: the tool included in statistical 

approach includes Bayesian network, regression 
analysis, correlation analysis and cluster analysis. 

2. Machine Learning Approaches: The two types of 
machine learning algorithms includes, Supervised 
learning and unsupervised learning algorithms. Some of 
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the machine learning approaches are,Linear regression, 
Random forest ,Support vector machines ,Neural 
Networks,Naïve Bayes Classifier, Decision trees, 
Neural Networks, Multi Layer Perception (MLP),k-
means, decision tree, Apriori, Self Organizing Maps 
(SOM) etc [40]. 

3. Data base oriented approaches: this kind of approaches 
help to understand about the characteristics of the data. 
It can be done with the help of attributes; it is termed as 
attribute oriented induction, where as it focuses on the 
identification of frequent items sets [39]. 

4. Rough sets: It is a mathematical tool to discover 
patterns hidden in data, which is used for data 
reduction, feature selection, decision rule generation, 
feature extraction and pattern etc. 

5.  Visualization: Visual Data Mining helps to deal with 
large set of information; It gives a yield vision to the 
user about the data, drawing conclusions and directly 
interacting with the data [41]. 

 
9. CONCLUSION 
 
Data mining is the searching of information from a huge 
volume of data, medical mining is the searching of medical 
information from patient’s history and pathological data, 
incorporated with appropriate methodologies. Numerous 
research are undergoing in medical filed. In this paper we 
discussed about the basic data mining methods and task for 
the exploration of information. Also we discussed about the 
various methodologies used in medical research area for the 
disease presage. In future research, the work will enhance 
and expanded for the prognosis of PCOS disease. 
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