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A. Document Corpus 

The collection of text documents is denoted as a 
document corpus. In this research work, the existing and 
proposed algorithms are verified with the following data set. 
They are Reuter’s dataset, 20 newsgroup dataset and BBC 
dataset. These document datasets have been mostly used for 
evaluating the performance of document clustering and 
classification. These datasets are collected from different 
sources which contains newspaper articles, newsgroup posts 
and the remaining being academic news from the BBC news 
channel. The comprehensive summary of the data set used 
for experimentation is given in Table I. 

 

Figure 1: Methodology 

Table I: Summary of Dataset 

Dataset Source Number of 
Documents 

Number 
of 
classes 

Number 
of Words 

re0 Reuters 1504 13 11465 

20news 20news 
group 

18828 20 28553 

BBC BBC 
News 

2225 5 39558 

 

B. Preprocessing 

Document preprocessing is an important step in the 
process of document classification, clustering, topic 
identification, etc., Ininformationretrievalthepreprocessing 
techniques are applied to the precise dataset to extract the 
significant information from unstructured documents and to 
moderate the size of the dataset [7]. This process will 
increase the proficiency of the document clustering system. 
In this research work, stemming, stop word removal, 
numbers and punctuation removal techniques are used to 
extract the significant knowledge.  

C. Clustering Algorithms 

Clustering algorithms are commonly used in the field of 
text mining and machine learning. In text mining, the 
clustering algorithms are used to group the documents based 
on their content similarity of documents [1]. In this research 
work, the most popular clustering algorithms are taken for 

experimentation. They are k-means, BisectingK-means and 
ABC clustering algorithms.  

a. K-Means 

The k-means clustering algorithm is well known and 
competent partition algorithm which is used for large 
document collections. The main objective of this algorithm 
is to categorize the documents in a predefined number of 
clusters based on the document attributed or its features. 
This algorithm has been improved with other optimization 
techniques recently to improve the clustering accuracy [2]. 
Assume a fixed number of clusters; k-means are used to 
discover the partition of the documents established in a set 
of frequent features specified by the distance metrics. These 
metrics are used to define how the clusters are determined.    

Algorithm: K-means  

Input: A documents of n elements D = {d1, d2, …,dn} and k 
the number of predefined clusters, Vi the model vector 
Output: k clusters of document 
Repeat 
Step 1: Assign each dnto the nearest model vector Vi, cluster 
k contains documents dnwhich are closest to Vi. 
Step 2: Amend the new centroids rendering to,  

Vi=
ଵ

|௞|
∑ ݀௡׊ௗ೙א௄    

Unless convergence is achieved.  

b. Bisecting K-Means 

The bisecting k-means algorithm is an enhanced form of 
the k-means clustering algorithm. The essential thought of 
bisecting k-means is to achieve the quantity of C clusters, 
partitioned the arrangement of all focuses into two groups 
c1, c2 and choose one of these clusters (c1or c2) to part and 
so on, preceding C groups has been made [8].It is the 
powerful method to diminish the dimensionality of featured 
vector for classification and clustering. To choose which 
cluster to split, there are various ways are available [9]. In 
this research work, the criterion established on both size and 
the lowest sum of squared error method used. 

Algorithm: Bisecting K-means 
Input: C - Number of Clusters, D – Number of Documents.  
Output: C Clusters of documents 
Step 1: Initialize the list of clusters (Ls(c)) to contain the 

cluster consisting of all points and n=1 the number 
of iterations 

Step 2: Repeat 
Step 3: Choose the appropriate cluster from the Ls(c) 
Step 4: For n= 1 to Cdo 
Step 5: Bisect the number of clusters using basic k-means 
Bisect(c) 
Step 6: End for 
Step 7: Select the two clusters from Ls(c) with the lowest 

total sum of the squared error (SSE) 
Step 8: add Bisect(c) ->Ls(c)  
Step 9: until the Ls(c) containC clusters 
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c. Artificial Bee Colony (ABC) 

The swarm intelligence algorithm used to be proposed by 
Karaboga among the year 2005. This algorithm is stimulated 
by means of scavenging behavior over the bee colonies [10]. 
To consign the solution regarding optimization problems, at 
that place is quite a few strategies are integrated along the 
algorithm itself. The solution about the fitness function is 
signified namely the fluid quantity regarding a food sources 
[11]. In accordance with this ABC algorithm, it consists of 
at that place are three kinds of bees such as, employed bees, 
onlooker bees and scout bees. Employed bees realize the 
unique food sources those have travelled earlier than and 
provide the virtue information as regards the food sources to 
the onlooker bees. Onlooker bees are adoption the 
information about the food sources and according to decide 
a food source after exploit based over the facts given with 
the aid of the employed bees. Scouts bees are ancient after 
search randomly between the environment in rule in 
accordance with find out a new food source. In that 
algorithm, half of the colony encompasses engaged bees and 
other half includes the onlooker bees [12,13].  
 

Algorithm: Artificial Bee Colony 
Input: ܮ௡ , ܷ௡ is the lower and upper bounds of nth 
parameter 

  K is the randomly selected food sources 
  ߮is a random number within the range [-1,1] 
  N is the new food source on dimension d  

Step 1: Initialize the food sources 
  ܵ௫,௡ = ܮ௡ ൅ ܴܽ݊݀ሺ0,1ሻሺܷ௡ െ ܮ௡ሻ 

Step 2: Evaluate the fitness of food sources 
    ௫ܰ,௡ ൌ  ݀௫,௡ ൅  ߮ ሺ ݀௫,௡ െ ݀௬,௡ሻ 

 // Employed Bees 
Step 3: Each bee in this phase yields the new food sources. 
Step 4: Calculate the fitness function using Step 2 
Step 5: For selection process, greedy search method is    

applied 
Step 6: Calculate the probability of the food sources. 

   ௫ܲ ൌ  
௙௜௧௡௘௦௦ೣ

∑ ௙௜௧௡௘௦௦೙
ಿ
ೕసభ

 

 // Onlooker Bees 
Step 7: Choose the food sources based on the probability 

value based on employed bees 
Step 8: Produce new food sources 
Step 9: Calculate the fitness function using Step 2 
Step 10: For selection process, greedy search method is 

applied 
 // Scout Bees 
Step 11: Swap the new food sources. 
Step 12: New source will be produced and the counter will 

be 0 
Step 13: Select the best food source. 
Step 14: These three bees will be repeated until the best 

source will be found. 
 

d. ABC-BK 

As stated in the above sections, the existing clustering 
algorithms can generate the local optimal solution [14]. 
Those algorithms are extremely depending on the 
initialization of centroids and it converges after the number 
of iterations. Hence, in this research work we propose a 

combinational algorithm (ABC-BK) which uses the facts of 
bisecting algorithm and ABC algorithm for giving the 
solution of clustering problems [15]. This proposed 
algorithm is an independent of cluster centroids and also it 
leads the global optimal solution. In this proposed 
algorithm, the food particles in the pursuit foundation 
implies the group centroids or it signifies the solution for 
document clustering. The position Pi of the food source are 
assembledas 

௜ܲ ൌ  ܿ௫ଵ, ܿ௫ଶ, … … . , ܿ௫௞  (1) 
where k is the total number of clusters and ܿ௫௬ is the yth 

cluster centroid of xth food source.  The proposed algorithm 
can briefly explain as follows, 

 Initialize the food source position randomly and 
use thebisecting k-means algorithm to find out the 
solution for document clusteringfor all the position 
of food sources. 

 To calculate the fitness value of each group 
usingthe fitness formula 

 Examinenew food sources and appraise the 
position of the food sources by using the employed 
bees phase.  

 Apply the bisecting k-means algorithm and a 
greedy search to estimatenew fitness value. These 
values are to be compared with original fitness 
values. Best food sources will be circulated to 
onlooker bee’s phase. 

 Determine the likelihoodestimationsof food sources 
and amend their position. Again, the bisecting k-
means algorithm and a greedy search algorithm can 
be smeared to perform the document clustering. 

 Then figure it the new fitness values and also 
update it.  

 Review the counter of food sources and creates a 
new food source in the particular search space. 

 
Algorithm: ABC-BK 
Step 1: Initialize the food sources; send employed bees to 

current food sources 
Counter = 0; 

Step 2: Calculate the fitness function   
// Employed Bees Phase 

Step 3: Apply the bisecting k-means and greedy search 
algorithm. 

Step 4: Compute the new fitness function. 
Step 5: Estimate the probability value of food sources  

// Onlooker Bee’s Phase 
Step 6: Select the food sources based on the probability 

value 
Step 7: Again, apply the bisecting k-means and greedy 

search algorithm. 
Step 8: Compute the new fitness function. 

// Scout Bee’s Phase 
Step 9: Check the limit of the parameter. 
Step 10: Produce the new food sources 
Step 11: Counter = counter +1 
Step 12: repeat the steps 3 to 11 until to get the optimal 

solution.  
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