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 Centralized LB –The whole responsibility of the 
load distribution is on a single server or node. 

 Distributed LB – Many server contribute to take a 
decision to balance the load. 
 

Every load balancing methodology works in tow phase, 
identification phase and selection phase. The identification 
phase is used to decide whether the host is overloaded or 
not. After determining the list of the overloaded host we 
determine on which node we have to transfer the load of the 
overloaded host, called selection phase[6]. 
 

1.3 Server Consolidation 
In case, if we are conscious about the operational cost of the 
data center than we have to concerns about power 
consumptionas the operational cost of the data center is 
directly proportional to the power consumption and Energy 
consumption cost contribute approximately 75% while on 
25% cost is needed to operating a data center [11]. To do so 
we use the concept of server consolidation. In server 
consolidation we try to minimize the no of server running at 
a time while keeping in mind the SLA violation. To 
minimize the no of server running server at a time we shut 
down all idle server and saves the power consumption, in 
turn it saves the operational cost of the data center [4]. For 
that we uses the concept of VM migration. 
 

2 EXISTING LOAD BALANCING 
METHODOLOGY 

In this section we explain and compare the previously 
discovered load distribution methodology. 
 
The Minimum Execution Time methodology (MET) [9] is 
based on the concept that firstly allocate task to the node 
that require minimum execution time.Firstly we estimate the 
execution time of the each task and arrange them 
inincreasing order of estimated execution time and execute 
them in order of arrangement. The bottleneck of that 
methodology is that it does not consider the current load of 
the nodes which may result to underutilization of some 
resources and some resource may get overloaded. 
 
The Minimum Completion Time Methodology (MCTM) 
[9] removes the bottleneck of the MET as it also consider 
the current load of the node by taking node ready time as a 
load balancing decision parameter. It firstly arrange the all 
task in increasing order of the completion time of the task. 
Where the completion time of the task is considered as the 
addition of execution time of the task and the time the node 
takes to get ready. Still this methodology suffer from a 
problem because it calculates the completion time only once 
as task given to the load balancer. 
 
The MIN-MIN (MMS) [9]scheduling methodology works 
on the problem of MCTM algorithm as the completion time 
is calculated again and again whenever a task is scheduled. 
In this algorithm also the task that have minimum 
completion time at that point get preference over the task 
that have higher completion time, to execute over the node. 
In other work the task that require minimum execution time 
is allocated to the node that provide minimumready time. 
The problem with this method is starvation. The task that 
have very high completion time trapped into the starvation 

situation if the task with smaller completion time arrive 
again and again. 
 
The Max-Min[8] algorithm , in this algorithm the task with 
higher completion time get preference over the task that 
have lesser completion time, to get execute. In other word 
we can say that it execute the task in preference that require 
maximum execution time and allocate to node that gives 
minimum ready time. It is a dynamic load balancing 
algorithm as it updates the parameter timely and consider 
them in the decision allocation. 
 
The Equally Spread Current Execution Algorithm 
(ESCE) [14], through this concept they explore the idea of 
equally distribute the load among all. In this algorithm they 
maintain a table. Each entry of the table contain two values 
namely the VM id and the number of request given to it. To 
satisfy request load balancer gives the upcoming request to 
the least loaded machine. If the situation of same load to two 
different VM is arrived than resolution is done on FCFS 
basis. This algorithm treats all node equally so it does not 
work well in heterogeneous environment.   
The Round Robin (RR) [10] methodology, in this 
methodology the load is equally distributed among all the 
servers, for this, a time span is defined known as quantum 
time or time slice. Each job done its operation on server for 
one quantum time than move to another server and work in 
cyclic manner. This idea improve the response time and 
decreases SLA violation. Since this technique equally 
distribute the load among all the server and does not 
consider the capability of the server, so this this idea does 
not work well in heterogeneous environment of resources. In 
case of homogenous resource environment it works well if 
we only focus on quality of the services but if we consider 
energy saving also than this algorithm is not good to work 
on. 
 
The Weighted Round-Robin (WRR) [12], this is a 
dynamic load distribution algorithm and remove the 
bottleneck of the round robin algorithm by taking server 
capacity in consideration. It assign weight to each server. 
Weight basically defined the capacity of the server and 
according to the weight we assign task to the servers in 
round robin manner. Higher weighted server get higher load 
and lightly weighted server get associated with lower load. 
This algorithm work efficiently in the heterogeneous 
environment as it also consider the capacity of each server 
by use of the concept of weight. It also improve the response 
time but does not consider the concept of server 
consolidation to reduce the power consumption. 
 
The Median Absolute Deviation(MAD) [19], in this 
methodology the overloaded host are detected to reduce 
SLA violation. To detect overloaded host they use median 
absolute deviation formula to calculate the upper threshold 
by taking 2.5 as a safety parameter and use VM placement 
policy in which they selects the host to migrates the VM that 
shows minimum power hike after migration. 
 
The Inter Quartile Range (IQR) [19], in this methodology 
the overloaded host are detected to reduce SLA violation. 
To detect overloaded host they use inter Quartile Range 
formula to calculate the upper threshold  and lower 
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threshold and use VM placement policy in which they 
selects the host to migrates the VM that shows minimum 
power hike after migration. The safety parameter value of 
inter quartile range method is 1.5. 
 
 The Local Regression (LR) [19], in this method the future 
CPU utilization is predicted and use it in overloaded host 
detection algorithm that in turn reduces SLA violation. To 
select VM for migration they normally uses minimum 
migration time policy and in VM placement they place the 
VM to the host that shows lowest power hike. It uses 1.2 as 
a safety parameter.  
 
The ant colony optimization (ACO) [17], the proposed 
algorithm in this paper is inspired by the process of food 
discovery used by ants. In this method of load balancing, in 
starting they select the node in such a way that it has 
maximum number of neighboring, called head node. As the 
ants uses a special kind of liquid called pheromone, in 
proposed algorithm they also uses the concept of foraging 
pheromone(FP) and trailing pheromone (FP). Firstly ants 
starts from the head node and try to find out overloaded 
node through forward move and keep updating FP trails. In 
backward move they find under loaded nodes and go back to 
the over loaded node if this node is still overloaded than 
they transfer the load of over loaded node to under loaded 
node and again repeats the process with random neighbors. 
 
The Honey Bee Foraging Load balancing methodology 
[8] [18], it is a distributed load balancing algorithm which is 
inspired by the bees behavior during food finding 
process.During food finding there are three type of bees, 
first scout bees, these bee goes in finding of food and after 
getting good source of food, returns to the its hive and 
spread the information about food by means of a special 
type of activity called, wangle dance, second forager bees 
goes to the food source informed by scout bees to collect the 
food and the third one is onlooker bees, those who wait at 
dancing place.After retuning, forager bees again perform 
wangle dance to inform about remaining food. The same 
concept is applied over cloud computing environment 
where, tasks equivalent to honey bees, Virtual machines 
behave like food source. Assigning of task to VM is 
equivalent to the activity of foraging of food source by bees. 
Over loaded VM is equivalent to the food source that got 
empty. Than be have to assign task to other VM like 
discovering other food source. Scout Bees is equivalent to 
removing task from overloaded VM. As finding suitable 
VM is like discovering of food source. The activity of 
informing other bees about the food source by wangle dance 
is somewhat equivalent to allocating task to under loaded 
VM and updating the number of task allocated to it and the 
load of that virtual machine, which in turn will be used by 
other task to get appropriate VM. This work well with 
distributed environment. 
The Throttled load balancing (TLB) [13], in this algorithm 
they maintain a table which shows the status of the VM 
(busy/ idle), when a request for the task is arrived at the 
datacenter, it redirect this request to the load balancer, in 
turn load balancer go through the table and try to find the 
VM which can fulfill the need and assign the task and 
accordingly update the status table, if suitable VM is not 
available then load balancer queues up the request and when 

any VM complete its task than status table is updated and 
these VMs are used to complete waiting queue tasks. It is 
easy to implement but does not work well for energy saving. 
 
The Double Threshold Based LB [15], in this approach 
they used two parameter called upper and lower threshold is 
used in order to find overloaded and under loaded nodes. It 
used best fir strategy with VM migration to balance the load 
to under loaded nodes and used server consolidation by VM 
migration to save the power. In this paper they used they 
defined lower threshold as a static parameter which always 
fixed to 0.03 while the value of the upper threshold 
dynamically changes according to the time. Threshold 
calculation is given as 
Lower threshold LT=0.03 and if 
U= (MIPS utilization + RAM utilization+ Bandwidth 
utilization)/3. 
Then 
Upper Threshold UT=1-x*U. 
Where 
x=0.05 is an experimental parameter. 
 
The I Q R basedapproach [4], in this paper they adopt the 
idea of double threshold based algorithm, inter quartile 
range approach of load balancing and proposed an energy 
efficient approach in which, firstly the calculate upper and 
lower threshold to categories the hosts in data center. To 
calculate the threshold they arranger the utilization of the 
hosts in increasing order and divide the list by median than 
again calculate median of each list and uses these median as 
a upper and lower threshold. If at any point the utilization of 
the host is grater then the upper threshold, they declare them 
as over loaded host. Best fit strategy based on utilization and 
power is used to transfer the load of overloaded host to some 
other host. The lower threshold parameter is used to find out 
underutilization host. Theyapplied VM consolidation 
approach to save the energy by transferring the load of 
underutilized host to some other host by the use of same best 
fit strategy (take host utilization and power consumption in 
consideration) and shut down underutilized node after load 
transfer to save the power. 
The Dynamic VM consolidation approach [16], they 
proposed the idea which consists of improved under load 
decision (IUD) algorithm and minimum average utilization 
difference algorithm. They defined a threshold which finds 
out the overloaded node in the datacenter and divides all 
under loaded nodes in three set. One, which are heavily 
loaded but not over loaded. Second, which have medium 
load and third one are those which are very lightly loaded. 
The load of overloaded host is firstly tried to transfer to the 
heavily loaded- under loaded node. If node is not available 
than load is again tried to transfer to medium loaded nodes 
and again if no medium loaded node is not available than 
load is finally transferred to lightly loaded machine. In VM 
consolidation they goes in reverse direction, firstly they try 
to shut down lightly loaded host then medium loaded host. 
In this way they perform better in case of energy saving but 
still have a chance to improve results by modifying 
threshold calculation method. 
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3. CONCLUSION 
 
Minimizing operational cost with maintained quality of 
services is a crucial task in any business. Since operational 
cost is directly proportional to the power consumption in 
cloud environment and maintaining quality of services 
directly affected by  load balancing so it is important to load 
balance the cloud and minimize the power consumption. 
This paper discusses various method to short out both load 
balancing and power consumption. 
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