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Abstract: Sentiment analysis is one of the most promising research areas in the field of data analysis. In sentiment analysis we do classification 
of the data samples into positive, negative or neutral classes and bring out proper conclusions from the data. From movie reviews to the twitter 
data and many others we can impose sentiment analysis. There are many classification models that can be used for sentiment analysis. Some of 
these models are effective in doing the analysis and some are not. Though the effectiveness and efficiency of the analysis depend on many 
factors one of the major factors is the underlying feature selection process of the classification models. The features are the attributes of the data 
samples. Instead of classify the data samples based on the complete set of attributes one can build a model which uses the subset of attribute. Our 
proposed framework integrates a metaheuristic optimization technique which is a variation of Particle Swarm Optimization which we have 
named as RAPID-PSO with the multiple classification models which extract a subset of features from the complete set of features. Based on this 
sub set of features the framework farther classifies the samples. The result shows that our proposed frame work outperforms the other 
frameworks that use other classical optimization techniques such as –Grid search, Gradient Descend, Classical-PSO, Multiple-PSO, IPSO in 
terms of effectiveness and efficiency. 
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I. INTRODUCTION 

We are in an age of internet and it is become the part of our 
daily life as social media. Our daily life is affected by the 
people around us who may be near or for away from us. The 
opinion and ideas given by other people may change our 
own opinion. In this era sentiment analysis provides a new 
way to learn the opinions about large population in the 
world. To learn about the opinions of a large set of people it 
is required to collect correct samples of opinions from 
people around the world [1]. Current use of web 2.0 has 
increased many activities like blogging, weblogs, tagging, 
opinions, comments, suggestions and feedback on 
Facebook, twitter, LinkedIn[2]etc. 
 Swarm intelligence is the discipline which 
resembles the natural phenomena where individuals work 
collaboratively to accomplish certain task. In Swarm 
intelligence interaction with in a swarm does not happen 
under any supervision rather it happens due to primitive 
instincts of the individuals. The main mechanism of this 
interaction is called as stigmergy which uses agents or 
actions for indirect coordination [3]. According to [3] 
Stigmergy is a well-defined form of self-organization. It 
produces complex structure, seemingly intelligent structures, 
without need for any control, planning or any direct 
communication in between the individual agents. It supports 
efficient collaboration between swarm agents, those who 
lacksof any memory, intelligence, action or any type of 
individualinteraction of each other. The PSO algorithms is 
more interesting and attracted to the researcher in the field 
of fuzzy logic system, neural network, optimization, pattern 
recognition, robot technology, signal processing etc[4]. 
Feature selection methods can be used to find out and 
remove irrelevant unneeded, and duplicate attributes from a 
data set that do not used to find the accuracy of 

anyprediction algorithms or which may decrease the 
accuracy of the algorithm or model[5].Feature selection is a 
challenging task because of the large size of the search 
space. The search space size is increases exponentially with 
respect to the number of features available in the data set 
[5]. 
The main objectives of feature selection are to provide the 
faster and more cost-effective, to provide a better 
understanding of the defined process that generatethe data, 
and to improve the prediction performance of the predictor. 
Feature selection serves as a tool for the pre-processing 
before a classification problem. In the process of feature 
selection we have to defined the feature first then the 
selection process of feature and after that we do extraction 
and reduction process. In feature selection process 
identification of feature include opinion word, frequency, 
part of speech etc.  Feature selection is also known 
asattributes selection or variable selection. Normally feature 
selection algorithms are divided in three parts, one is filter 
approach, wrapper approach and embedded approach. The 
filter approach is generous and less expensive 
computationally while wrapper approach uses the many 
classification algorithms and evaluation procedure. 
Normally wrapper approach produces more accurate result 
[6].The embedded approach uses the combination of filter 
and wrapper approach in which searching of optimal feature 
is combine with the classifier construction and searching can 
be done on the whole space of hypothesis and feature 
subset.The advantage of this method is that it interact with 
the classification model[7]. 
Sentiment classifier is last phase of the sentiment analysis 
after preprocessing of the data (text data). The SC classifies 
the text as negative or positive. It is well defined for short 
text as well as large text in twitter, blogs, facebook status 
and any product review [8]. The classifiers are also used to 
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find out the subjectivity of a text-document where we try to 
find out the positiveness or negatineness of text in the 
document. But sometimes it fails to find the accurate result 
because of different culture of humans, way of expression, 
use of slangs, etc[9].Classification is the most important in 
machine learning to predict the category and class of a value 
[10]. Each and every data is represented by its features that 
specify its data space representation [11]. The manner in 
which data is represented is a key factor which affects the 
classification performance [12]. 
PSO (Particle Swarm Optimization) is a metaheuristic 
technique which is used for optimization as well as to 
explore the search space of any problem to maximize or 
minimize parameters based on a particular objective 
function. There are various variants of PSO and lots of 
meta-heuristic algorithms are available to find the optimal 
solution of the engineering problems. Wang et.al[13] 
proposed an optimization method that uses differential 
evolution (DE) mutation operator to the accelerated particle 
swarm optimization (APSO) algorithm and find a new 
optimization method  called as DE type mutation in to 
APSO and a hybrid algorithm is called differential evolution 
accelerated particle swarm optimization (DPSO) a new 
variant of PSO. Wu Deng et.al[14] use a standard hybrid 
swarm intelligence optimization algorithm called GA-PSO-
ACO which combines the evolution technique of Genetic 
algorithm, ACO and PSO. They simulate the results and 
finds that GA-PSO-ACO algorithm improves the efficiency 
in TSP problem AfsanehMahanipour et.al[15] uses a variant 
of PSO called IPSO in which some periodic stages are 
involved in evolution and whole population is shuffled and 
particles are reassigned. After performing simulation IPSO 
find better ability to get optimum global best than other 
existing PSO algorithms. 
 
Another method is found to the optimization the composite 
material Alonso Maria et.al [16] used PSO algorithm as a 
new variant in BOSS Quattro optimization toolbox. They 
compared evolutionary algorithms and PSO and used 
software BASS Quattro for the comparison. The PSO and 
genetic algorithm uses a random initial population and to 
evaluate the fitness value it uses a fitness value. The 
updating and search mechanism are done using random 
techniques.  

 
II. ALGORITHM BACKGROUND 

A. Particle Swarm Optimization 

 PSO was first proposed by James Kennedy and Russell C. 
Eberhart in 1995 [17], for their experiment they simulated 
the swarming behavior or social behavior of individuals like 
flock of birds, ant, bee, insect and fish schooling and came 
to the conclusion that this behavior can be used for the 
process of optimization. The individuals are also called as 
agents or particles in the search space. A swarm is group of 
same type of agents. They perform the elementary task and 
communicate locally among the group in their search space 
without any type of centralized control. Eberhart and 
Kennedy found that the word particle is more appropriate 
than point since particle is associated with velocity and 
acceleration. 
The position of a particle 𝑖𝑖, in the search space is normally 
represented by a vector �⃗�𝑥𝑖𝑖  . Each particle of the swarm is 

also associated with particle velocity �⃗�𝑣𝑖𝑖  which is needed to 
update in each iteration of the algorithm.The movement of 
the particles in the search space is governed by two vectors- 
personal based solution (𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏 ) and global best solution 
(�⃗�𝑔𝑏𝑏𝑏𝑏𝑏𝑏 ). 𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏and�⃗�𝑔𝑏𝑏𝑏𝑏𝑏𝑏  are calculated by using an objective 
function 𝑓𝑓(𝑥𝑥). The position vector �⃗�𝑥𝑖𝑖   is updated based on 
above two vectors 𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏  and �⃗�𝑔𝑏𝑏𝑏𝑏𝑏𝑏  so the basic entities that we 
need to maintain for PSO algorithm are listed 
below[18][19]. 

• Position vector of the particle �⃗�𝑥𝑖𝑖  
• Velocity vector of the particle �⃗�𝑣𝑖𝑖  
• Particle personal based solution vector 𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏  
• Global based solution vector �⃗�𝑔𝑏𝑏𝑏𝑏𝑏𝑏  
• An objective function𝑓𝑓(𝑥𝑥).   

The updation of position of the particles happens based on 
the following two basic equations 
�⃗�𝑣𝑖𝑖=χ [�⃗�𝑣𝑖𝑖 + 𝐶𝐶1 ∈1����⃗ (�⃗�𝑔𝑏𝑏𝑏𝑏𝑏𝑏 − �⃗�𝑥𝑖𝑖) + 𝐶𝐶2 ∈2����⃗ (𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏 − �⃗�𝑥𝑖𝑖)]           (1) 
 
�⃗�𝑥𝑖𝑖 = �⃗�𝑥𝑖𝑖 + �⃗�𝑣𝑖𝑖      (2) 
 
Where χ is called the constriction factor and χ < 1. This is 
basically acted like friction slowing the particles so that 
linear exploration is auctioned. 
𝐶𝐶1, 𝐶𝐶2 : control the relative attraction to the global best and 
personal best found solutions 
∈1,∈2 : Vector of random variables drawn with uniform 
probability from [0, 1]. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 

 
B. Rapid Particle Swarm Optimization 

The Rapid particle swarm optimization is an enhanced 
version of PSO. It carries the similar concept of swarm 
movement to locate the optimum value. The process begins 
with the initialization of randomly chosen population of 
particles in the search space. In standard PSO, the particles 
update their position and velocity for the next move based 
on the particle’s own best position and the global best. 

FOR EACH particles i 
Randomly initialize 𝑣𝑣𝑖𝑖 , 𝑥𝑥𝑖𝑖 = 𝑝𝑝_𝑖𝑖 

Evaluate 𝑓𝑓(𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏 ) 
 𝑔𝑔���⃗ 𝑏𝑏𝑏𝑏𝑏𝑏= avg max{𝑓𝑓(𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏 )} 

REPEAT 
FOR EACH PARTICLE  𝑖𝑖 
Update particle position 

�⃗�𝑥𝑖𝑖 according to equation 1 and 
2 

Evaluate 𝑓𝑓(�⃗�𝑥𝑖𝑖) 
update personal best 

IF 𝑓𝑓(�⃗�𝑥𝑖𝑖) > 𝑓𝑓(𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏 ) then 
𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏= �⃗�𝑥𝑖𝑖 
//update global best 

IF 𝑓𝑓(�⃗�𝑥𝑖𝑖) > 𝑓𝑓(�⃗�𝑔𝑏𝑏𝑏𝑏𝑏𝑏 ) then 
�⃗�𝑔𝑏𝑏𝑏𝑏𝑏𝑏 = avg max {𝑓𝑓(𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏 } 

Until termination criteria 
reached 
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During the search of the optimum we use tomaintain the 
diversity among the particles or solutions in the search space 
which can also be maintained by using some degree of 
randomness. 
The major difference in Rapid when compared with PSO is 
that it updates the velocity as well as the position of the 
particles by using only, thus speeding up the search 
exploration. Using only accelerates the convergence of the 
algorithm. The updating rules in the Rapid PSO has been 
shown in the following – 
 
𝑣𝑣𝑖𝑖𝑏𝑏 = 𝑣𝑣𝑖𝑖𝑏𝑏−1+ ∝∈𝑛𝑛+ 𝛽𝛽(𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏 − 𝑥𝑥𝑖𝑖𝑏𝑏−1)   (3) 
 
After updating the velocity vectors of the particles, the 
position vector of the particles can be updated as follows- 
 
𝑥𝑥𝑖𝑖𝑏𝑏 = 𝑥𝑥𝑖𝑖𝑏𝑏−1 + 𝑣𝑣𝑖𝑖𝑏𝑏            (4) 
 
By neglecting the velocity updation of the particles we can 
further increase the convergence of the swarm. We can write 
the update of the location in a single step. 
 
𝑥𝑥𝑖𝑖𝑏𝑏 = (1 − 𝛽𝛽)𝑥𝑥𝑖𝑖𝑏𝑏 + 𝛽𝛽𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏 + 𝛼𝛼 ∈𝑛𝑛                                        (5) 
 
Further Modification can be done to Rapid PSO by 
clamping the region of initialization of particles and the 
velocity used if the updationis according to the equations (3) 
and (4). 
 
 

III. PROPOSED MODEL 
 
 

 
Fig: 3.1  Proposed model 

 

 
 
 
Classical PSO works on the principle of position updation 
based on the velocity updation. A particle continuously 
changes its velocity based on the local history (𝑝𝑝𝑏𝑏𝑏𝑏𝑏𝑏 ) and 
global history (𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏 ) and this changes on the velocity in turn 
changes the position of the particles as shown in (eq.1) and a 
search space needs to be define for the particles which is 
nothing but the variables values used in the objective 
function also called as score function. In every iteration to 
update the velocity and position we need to measure the 
score of the particles. In our model we have identify a 
search space which is dependent on the data set in hand and 
also instead of using classical PSO we have used a variation 
of PSO called Rapid PSO (RPSO). 

In this model we have used Rapid to select a subset 
of features. For this our algorithm initializes random 
particles on the search space. The algorithm makes them 
iterate for a predefined number of times. After all the 
iteration the whole swarm (Collection of particles) 
converges to a particular state. In this state the algorithm 
select attribute or feature based on a threshold value. The 
particles in Rapid PSO are represented as a 
vector[𝐴𝐴1𝐴𝐴2𝐴𝐴3 … … . .𝐴𝐴𝑛𝑛−1𝐴𝐴𝑛𝑛]. Here each of the dimensions 
represents a feature of the data set. In the process of feature 
selection we get a solution vector [𝐴𝐴1𝐴𝐴2𝐴𝐴3 … … . .𝐴𝐴𝑟𝑟−1𝐴𝐴𝑟𝑟] 
where𝑟𝑟 < 𝑛𝑛. This result vector has been extracted from the 
global best 𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏   vector of the swarm at the final iteration of 
the Rapid PSO searching process. The extraction process is 
done by using a threshold measurement on the values of 
each dimension of the final global best 𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏   vector. 

𝒈𝒈��⃗ 𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 = 𝐚𝐚𝐚𝐚𝐚𝐚𝐦𝐦𝐚𝐚𝐦𝐦  { 𝒇𝒇(𝒑𝒑𝒑𝒑𝒃𝒃�������⃗ 𝒊𝒊)} 

𝒈𝒈��⃗ 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒃𝒃𝒄𝒄𝒃𝒃_𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 =  𝒈𝒈��⃗ 𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 

 

Algorithm: RAPID-PSO 
Input: RAPIDPSO parameters, 
𝑅𝑅𝑚𝑚𝑖𝑖𝑛𝑛 [𝐴𝐴1,𝐴𝐴2, …𝐴𝐴𝑛𝑛 ] , 𝑅𝑅𝑚𝑚𝑚𝑚𝑥𝑥 [𝐴𝐴1,𝐴𝐴2, …𝐴𝐴𝑛𝑛 ], 
𝐹𝐹𝑏𝑏ℎ Output: Optimal Feature 
Subset.  
    // Initialization of the 
particles 
REPEAT 
   FOR EACH particle 𝒊𝒊 in 𝑺𝑺 
     Randomly initialize 𝒗𝒗��⃗ 𝒊𝒊 , 
𝒙𝒙��⃗ 𝒊𝒊 = 𝒑𝒑𝒑𝒑𝒃𝒃�������⃗ 𝒊𝒊 

        IF  𝒈𝒈��⃗ 𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 is better than  
𝒈𝒈��⃗ 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒃𝒃𝒄𝒄𝒃𝒃_𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 THEN 

        END IF 
    END FOR 
       // Update particles position 
       // Using Equation (3) , (4) and 
(5) 
  UNTIL Termination Condition reached  
FOR EACH features 𝒊𝒊 in 
𝑭𝑭𝒃𝒃𝑭𝑭𝒃𝒃𝒄𝒄𝒄𝒄𝒃𝒃_𝒃𝒃𝒃𝒃𝒃𝒃 
IF  𝒈𝒈��⃗ 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒃𝒃𝒄𝒄𝒃𝒃_𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃[𝒊𝒊] is less than 𝑭𝑭𝒃𝒃𝒕𝒕 THEN 
                 DELETE 𝒈𝒈��⃗ 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒃𝒃𝒄𝒄𝒃𝒃_𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃[𝒊𝒊] 
                 RETURN 𝒈𝒈��⃗ 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒃𝒃𝒄𝒄𝒃𝒃_𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 with 
one element less    
        END IF 
   END FOR 
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Suppose we have a dataset of  5  features. The 
following is the configuration of the swarm is our algorithm 
at the final iteration. 
 

 
Fig 3.2 Feature Selection Criteria 

 
A. Objective function 

For the process of feature selection in our model we have 
used an objective function which is dependent on the 
attributes of our data set. The objective function can be 
expressed as below: 

𝑓𝑓(𝐴𝐴1,𝐴𝐴2, … .𝐴𝐴𝑛𝑛) = 𝐴𝐴1 + 𝐴𝐴2 … … . .𝐴𝐴𝑛𝑛  
In our optimization process our main motive is to find the 
𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏  position for which the objective function gives a 
maximum value in every iteration of the process. We have 
decided the ranges of the attributes (𝐴𝐴1,𝐴𝐴2,𝐴𝐴3, … … … .𝐴𝐴𝑛𝑛) 
as the number of valid cells in the data set we are using. Due 
to the different length of ranges we get an asymmetric 
search space. In The particle vectors the variations of the 
attributes which are having a small range will have less 
variation and the attributes having large range we have more 
variation. Due to the large range attributes 𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏  position will 
be having more probability of having them and at the last 
conversed position (last iteration) the particles will be 
having a 𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏  position which will be mixture of all the 
attributes. The tendency moving towards a 𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏  containing 
large range attributes will be more due to our objective 
function. 

 To decide the threshold using which we are 
selecting the attributes of the final 𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏  position is based on 
the average value of the low ranged attributes. 
Suppose we are taking ranges of attributes of a five attribute 
dataset as bellow: 
𝐴𝐴1 → 0 … … 5 
𝐴𝐴2 → 0 … … … … … … … … . .100 
𝐴𝐴3 → 0 … … … … .7 
𝐴𝐴4 → 0 … … … … … … 50 
𝐴𝐴5 → 0 … … … … … … … … … … … … … . .200 
 

 

𝑇𝑇ℎ𝑟𝑟𝑟𝑟𝑏𝑏ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑣𝑣𝑚𝑚𝑜𝑜𝑜𝑜𝑟𝑟 =

𝑇𝑇𝑜𝑜𝑏𝑏𝑚𝑚𝑜𝑜𝑛𝑛𝑜𝑜𝑚𝑚𝑏𝑏𝑟𝑟𝑟𝑟𝑜𝑜𝑓𝑓𝑣𝑣𝑚𝑚𝑜𝑜𝑖𝑖𝑜𝑜𝑇𝑇𝑟𝑟𝑜𝑜𝑜𝑜𝑏𝑏𝑖𝑖𝑛𝑛
3 𝑏𝑏𝑜𝑜𝑝𝑝𝑚𝑚𝑜𝑜𝑏𝑏𝑏𝑏𝑜𝑜𝑜𝑜𝑡𝑡𝑟𝑟𝑚𝑚𝑛𝑛𝑔𝑔𝑟𝑟𝑚𝑚𝑏𝑏𝑏𝑏𝑟𝑟𝑖𝑖𝑏𝑏𝑜𝑜𝑏𝑏𝑟𝑟𝑏𝑏

3
 

 
In our example 𝐴𝐴1,𝐴𝐴2,𝐴𝐴4 are the three top most low range 
attributes 
 

𝑇𝑇ℎ𝑟𝑟𝑟𝑟𝑏𝑏ℎ𝑜𝑜𝑜𝑜𝑜𝑜 =  
5 + 7 + 50

3
= 20.66 

 
B. Model Explanation: 

Figure (3.1) represents a generalized model of our proposed 
work. It contains two basic modules, the first module is 
Rapid PSO module which selects the optimum attributes or 
feature vector based on the 𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏  position of the final swarm. 
To selects these attributes or feature vector   it uses an 
objective function as defined in section (3).  
The result obtained from this module then goes through a 
filtration process which is based on a threshold value. We 
select the necessary attribute by putting conditions on the 
attributes which is dependent on that threshold. 
Let  

𝐷𝐷(𝑏𝑏):𝐷𝐷𝑚𝑚𝑏𝑏𝑚𝑚𝑏𝑏𝑟𝑟𝑏𝑏𝑚𝑚𝑏𝑏𝑏𝑏𝑖𝑖𝑚𝑚𝑟𝑟𝑖𝑖𝑛𝑛𝑏𝑏𝑏𝑏𝑚𝑚𝑛𝑛𝑇𝑇𝑟𝑟𝑏𝑏 
𝑉𝑉𝑏𝑏ℎ :𝑇𝑇ℎ𝑟𝑟𝑟𝑟𝑏𝑏𝑜𝑜𝑜𝑜𝑜𝑜𝑣𝑣𝑚𝑚𝑜𝑜𝑜𝑜𝑟𝑟 

 
𝑉𝑉𝑚𝑚𝑇𝑇𝑇𝑇�������⃗ :  𝐹𝐹𝑟𝑟𝑚𝑚𝑏𝑏𝑜𝑜𝑟𝑟𝑟𝑟𝑣𝑣𝑟𝑟𝑇𝑇𝑏𝑏𝑜𝑜𝑟𝑟𝑜𝑜𝑏𝑏𝑏𝑏𝑚𝑚𝑖𝑖𝑛𝑛𝑟𝑟𝑜𝑜𝑓𝑓𝑟𝑟𝑜𝑜𝑚𝑚𝐴𝐴𝐶𝐶𝐶𝐶𝐹𝐹𝐹𝐹𝐹𝐹𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟  

 
The filtration process 
 
 
 
 
 
 
 

Fig: 3.3 Filtration Process 
 
The result obtain from this module which is a dataset with 
less number of features is then fetch to the second module 
which is an integration of various classifiers. Based on the 
characteristics of the dataset we decide the classifier to be 
used. 
 For example it the dataset of the nature “Text” that we use 
SVM classifier because SVM classifier best suited for text 
data. Not only text data but any bioinformatics data can also 
be well classified by SVM. For small data set we can use 
statistical model of classification such as Naïve Bayes 
classifier. 
 To decide the classifier to be used we take the 
parameters such as number of attribute in pre-process data 
set, number of rows in the data set, type of data in the 
dataset etc.  
 

IV. IMPLEMENTATION 
A. Tools Used 

 
We have used python as the basic implementation tool for 
modeling our framework. Python is a high-level 
programming language (interpreted language) whose design 
philosophy emphasizes code readability.The power of 
python lies in the fact that the syntax of python allows 
programmers to express concepts in fewer lines of code 
which might use more lines in languages like C++ and Java. 
Few of the basic features of python are listed below – 
 
• Python supports dynamic type system 

 
• It has support for automatic memory management and 

multiple programming paradigms such as object 

FOR EACH FEATURE  𝑓𝑓𝑖𝑖 in 𝑉𝑉�⃗𝑚𝑚𝑇𝑇𝑇𝑇  
IF 𝑓𝑓𝑖𝑖   𝑣𝑣𝑚𝑚𝑜𝑜𝑜𝑜𝑟𝑟 < 𝑉𝑉𝑏𝑏ℎ 

SELECT the-Feature  𝑓𝑓𝑖𝑖 
END IF 
END FOR 
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oriented, imperative, functional programming and 
procedural styles. 
 

• Due to the open-source nature, python can be ported to 
many other platforms. 
 

• Python uses standard libraries. For scientific 
calculations python is a very effective and efficient 
programming language. 

 
For our implementation we have used python version 2.7. 
Python 2.7 provides an environment where we can integrate 
packages and write codes. The packages used in 
implementation are described in the following table. 
 

Table. 4.1 Used packages 
 

Package  Description 
Numpy Large multi-dimensional arrays of 

arbitrary records can be processed 
efficiently using Numpy with python 
and integrates high-level mathematical 
functions to operate on these array and 
open source. 

SciPy 

 

It is open source software for 
mathematics, science and engineering 
experiments and depends on Numpy 
and provides a fast way to manipulate 
N-dimensional array. 

Scikit-

Learn 

 

Scikit-Learn is a machine learning 
library for python programming 
language which is built upon Numpy 
and SciPy. It includes most of the 
basic algorithms for classification, 
regression and clustering like Support 
Vector Machines, random forest, 
gradient boosting, k-means. 

Pandas 

 

It is a python package for data 
analysis. It provides fast, flexible and 
expressive data structures for 
relational or labelled data processing.It 
is to give a real world insight for data 
analysis in python 

Matplotli

b 

 

Matplotlib is a plotting tool for python 
programming language and NumPy. It 
is based on object-oriented API for 
integrating plots into applications 
using general-purpose GUI toolkit 
(wxPython, Qt, GTK+). 

 
 

B. Dataset 
The following is the python code snippet from our basic 
code which load the sentiment dataset – 

 

 
 
we have implemented a method 𝒍𝒍𝒑𝒑𝑭𝑭𝒍𝒍_𝒍𝒍𝑭𝑭𝒃𝒃𝑭𝑭_𝒃𝒃𝒃𝒃𝒃𝒃()which 
loads the dataset. The output of the above code snippet is 
shown in the following. 
 

 
 

Figure 4.2(a). Dataset after conversion to matrix 

 

 
 

Figure 4.2(b). Loading Dataset 
 

After loading the dataset we have imposed our classification 
model.  We first train our model using the loading dataset 
and then validate the model using cross validation. Instead 
of training the model using all the features (attributes) of the 
dataset we use 𝑘𝑘– topmost features selected by Rapid PSO. 
To do the feature selection we have implemented a method  
𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭_𝑺𝑺𝑭𝑭𝑺𝑺𝑭𝑭𝑺𝑺𝑭𝑭𝑺𝑺𝑺𝑺𝑺𝑺( )which returns dataset 
containing less number of features or attributes.  This 
returned dataset is then used to train the model. 
The𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭_𝑺𝑺𝑭𝑭𝑺𝑺𝑭𝑭𝑺𝑺𝑭𝑭𝑺𝑺𝑺𝑺𝑺𝑺( )method used above is the 
method where the logic of Rapid PSO has been used. This 

y = df["sentiments"] 
X = preprocessing.scale(X) 
return X, y 

defload_data_set(): 
from pandas import DataFrame, read_csv 
importmatplotlib.pyplot as plt 
import pandas as pd 
import sys 
df = pd.read_csv('senti_data.csv') 
print(df) 
numpyMatrix = df.as_matrix() 
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method takes the original dataset in the variable 𝑿𝑿(with the 
original number of attributes) and returns a dataset with less 
number of features𝑿𝑿_𝒄𝒄𝒃𝒃𝒏𝒏.   
𝑺𝑺𝑺𝑺𝑭𝑭𝑭𝑭𝑰𝑰𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑰𝑰_𝑺𝑺𝑺𝑺𝑭𝑭𝑺𝑺𝑺𝑺𝑺𝑺𝑭𝑭𝑺𝑺𝑺𝑺𝑭𝑭𝑭𝑭𝑺𝑺𝑺𝑺𝑺𝑺()is the method 
implemented which takes the 𝑿𝑿_𝒄𝒄𝒃𝒃𝒏𝒏and 𝒚𝒚for training the 
classification model. This method includes various 
classification models such 
as𝒃𝒃𝒗𝒗𝒔𝒔_𝒄𝒄𝒍𝒍𝑭𝑭𝒃𝒃𝒃𝒃𝒊𝒊𝒇𝒇𝒊𝒊𝒃𝒃𝒄𝒄(),𝒄𝒄𝑭𝑭𝒊𝒊𝒗𝒗𝒃𝒃_𝒄𝒄𝒍𝒍𝑭𝑭𝒃𝒃𝒃𝒃𝒊𝒊𝒇𝒇𝒊𝒊𝒃𝒃𝒄𝒄() and 
𝒄𝒄𝒃𝒃𝑭𝑭𝒄𝒄𝒃𝒃𝒃𝒃𝒃𝒃_𝒄𝒄𝒃𝒃𝒊𝒊𝒈𝒈𝒕𝒕𝒃𝒃𝒑𝒑𝒄𝒄_𝒄𝒄𝒍𝒍𝑭𝑭𝒃𝒃𝒃𝒃𝒊𝒊𝒇𝒇𝒊𝒊𝒃𝒃𝒄𝒄().  
According to the nature of the datasets and the number of 
the data samples in the dataset a particular classifier can be 
chosen. After training the classifier the new upcoming 
samples can be classified. 

 
Figure 4.2(c)  𝐼𝐼𝐼𝐼𝑇𝑇𝐼𝐼𝐼𝐼𝑅𝑅𝐴𝐴𝑇𝑇𝐼𝐼𝐷𝐷_𝐶𝐶𝐶𝐶𝐴𝐴𝐹𝐹𝐹𝐹𝐼𝐼𝐹𝐹𝐼𝐼𝐶𝐶𝐴𝐴𝑇𝑇𝐼𝐼𝐹𝐹𝐼𝐼()  

output2 

 
Figure 4.2(d)  𝐼𝐼𝐼𝐼𝑇𝑇𝐼𝐼𝐼𝐼𝑅𝑅𝐴𝐴𝑇𝑇𝐼𝐼𝐷𝐷_𝐶𝐶𝐶𝐶𝐴𝐴𝐹𝐹𝐹𝐹𝐼𝐼𝐹𝐹𝐼𝐼𝐶𝐶𝐴𝐴𝑇𝑇𝐼𝐼𝐹𝐹𝐼𝐼()  

output3 

 
V. RESULT AND ANALYSIS 

In our experiments we have estimated the results by taking 
three factors into consideration that are-Accuracy, Precision, 
Recall and Computational Time.  To do the comparison we 
have selected two well-known strategies and the results have 
shown that our strategy outperforms the other. Without any 
integration of metaheuristic with the integrated classifier 
module of our proposed framework, the data samples are 
classified based on the internally selected features by the 
algorithm. It does not guarantee an optimal subset of 
features. So, as the data samples increase the 
misclassification rate also increases. Our proposed 
framework resolves the classification problem by selecting a 
subset of top 𝑘𝑘 features of the original dataset. In this, ACC- 

PSO first search for an optimal feature subset and based on 
that feature subset the classification model classifies the data 
samples. This Method reduces the computational time for 
the classification by keeping the Accuracy, Precision and 
Recall rate to a measurable level. Instead of standard PSO 
we have used a variant of PSO i.e. Rapid PSO  for the  
purpose of feature selection and the results have shown that 
it finds an optimal feature subset within a less amount of 
time while maintain the measurable levels of other factors 
Accuracy, Precision and Recall. 
The classification report of the classification model in the 
proposed work contains four major matrices- precision, 
recall, f1-score.  
 
• Precision: Precision of a classification model is the 

result relevancy. High precision rates indicates low 
false positive rate. So it is necessary to have a high 
precision rate for a good classification model. Precision 
(𝐹𝐹) can be defined as the number of true positive (𝑇𝑇𝑝𝑝) 
over the number of true positive plus the number of 
false positives (𝐹𝐹𝑝𝑝)[20]. 
 

𝐹𝐹 =  
𝑇𝑇𝑝𝑝

𝑇𝑇𝑝𝑝 + 𝐹𝐹𝑝𝑝
 

 
• Recall:Recall is a measure of how many truly relevant 

results are returned. High recall rate indicates low false 
negative rate. It should better to have high recall rate for 
good classification model.Recall(𝑅𝑅) can be defined as 
the number of true positive (𝑇𝑇𝑝𝑝) over the number of true 
positive plus the number of false negative(𝐹𝐹𝑛𝑛)[20]. 
 

𝑅𝑅 =  
𝑇𝑇𝑝𝑝

𝑇𝑇𝑝𝑝 + 𝐹𝐹𝑛𝑛
 

 
• F1-score: F1(score) can be defined as the harmonic 

mean of precision and recall [20]. 
 

𝐹𝐹1 = 2
𝐹𝐹 × 𝑅𝑅
𝐹𝐹 + 𝑅𝑅

 

 
The outputs of the classification is shown below- 
 

 
Figure 5.1(a) Classification report for KNN 
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Figure 5.1(b) Classification report for SVM 

 

 
Figure 5.1(c) Classification report for Naïve Bayes 

 

 

Figure 5.2 Split of the dataset after feature selection 

 

 
Graph 5.3(a) Precision-Recall Curve for each of the class for 

KNN 
 

 
Graph 5.3(b) Precision-Recall Curve for each of the class 

for SVM 
 

 
Graph 5.3(c) Precision-Recall Curve for each of the class for 
Naïve Bayes 
 
In this section the execution time of the Integrated 
Classification, Classical-PSO-IC, IPSO-IC and Rapid PSO-
IC has been compared and it is found that Rapid PSO is 
better than other PSO variants. All the codes had been 
executed stand alone for the reason. The following are the 
results generated from them which are showing the time 
taken. 
 

 
 

Figure 5.4(a) Execution time of the Integrated Classification 
 

 
 

Figure 5.4(b) Execution time of the Classical PSO 

 

 
Figure 5.4(c) Execution time of the IPSO 
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Figure 5.4(d) Execution time of the Rapid PSO 

The table of comparison and graph are shown below 
 

 
Figure 5.3(c) Comparison table for the execution time 

 

 
Graph 5.2 Comparison graph for execution time 

 
Table 5.1Comparison of various feature selection 

Techniques[7] 
Techniq
ue 

Advantage
s  

Disadvantag
es 

Example 

Filter 
Approac
h 

Scalability, 
Fast, 
Independen
t of the 
classifier 

Not 
interaction 
with 
classifier, No 
Feature 
Dependencies 

Euclidea
n 
Distance, 
i-test,χ2 

test etc.  

Wrapper 
Approac
h 

Interaction 
with 
Classifier, 
Easy to 
handle, 
Less 
Intensive 

High Risk on 
over fitting, 
Computationa
lly intensive, 
Classifier 
dependent on 
Feature 
selection 

Genetic 
Algorith
ms,  

Embedd
ed 
Approac
h 

Better 
computatio
nally 
complexity, 

Classifier 
dependent on 
Feature 
selection 

Naïve 
Bayes, 
Decision 
Tree,  

Interaction 
with 
Classifier,  

 
To compare the proposed classification model which is 
using accelerated PSO as feature selection method the 
python environment has been integrated with java 
environment. After this integration a real time comparison 
has been made and it proves the better performance of the 
proposed model. The following is the results generated from 
the integration 
 
Table 5.1Result analysis in terms of accuracy, precision, 

recall and computational time 
 

Strategie

s used 

Accur

acy 

Precis

ion 

Rec

all 

Computat

ional 

Time(Min

utes) 

Integrate

d -

Classific

ation 

88.0 76.512 75.6 12.1195 

Classical 

PSO-IC 
73.8 70.452 

72.0

26 
9.4530 

IPSO-IC 83.6 75.567 
69.7

80 
5.0417 

Rapid 

PSO-IC 
89 76.6 

73.8

7 
0.3011 

Graph 5.2 Comparisons of Classifiers 

 

In Table 5.1 we can see that our proposed model 
outperforms the other existing method in computational 
time. It takes less amount of computational time than the 
other existing methods. 
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VI. CONCLUSION 

Sentiment analysis is one of the most promising fields in 
many of the research communities in recent trends. All data 
that are being accumulated on the platforms like – Social 
Networking Site, Blogging and news websites are based on 
human emotions. So there should be a proper mechanism or 
model to justify the level of emotions of these data. 
Sentiment analysis comes under the category of 
classification problem which in turn is a machine learning 
problem. The proposed work deals with the above problem 
through a classification model which integrates a new 
metaheuristic optimization technique for feature selections. 
This technique is a variation of Particle Swarm Optimization 
called – Rapid-PSO. The results of the experiments show 
that the proposed model outperforms the other existing 
model which uses metaheuristics for the feature selection. 
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