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Abstract:  Content-based image Retrieval has been one of the lively research in the field of the computer science over the last decade or so. 
Many programs and tools have been used to formulate and execute queries based on the visual or audio content and to help browsing large 
multimedia repositories. But still a lot of work needs to be done in case of mammographic images. Breast cancer has been one of the causes of 
the increasing death of the European women. Early diagnosis of the breast cancer can save one’s life while incorrect diagnosis can lead a patient 
to unwanted stress and treatment. In this paper, a survey of the techniques used for the various steps of Content-Based Image Retrieval of 
Mammograms is done. Section 1 gives the general introduction to Content-Based Image Retrieval for Mammographic Images. Section 2 details 
about the various techniques used for pre-processing of the Mammographic images. Section 3 provided a survey of the various algorithms used 
for segmentation of the pectoral muscles from the mammogram. Section 4 briefs about various feature extraction and selection methods for 
mammographic images. Section 5 survey the various algorithms for detection and classification of abnormalities in mammograms.  
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I. INTRODUCTION  

Breast cancer is one of the most common cancers among 
women. In the United Kingdom, breast cancer accounts for 
30% of all female patients with cancer and approximately 1 in 
9 may suffer from breast cancer sometimes during their life [1]. 
Although breast cancer is a fatal disease, patients still have high 
chances of survival if the malignancy is detected at an early 
stage. Unfortunately, a high percentage of breast cancer cases 
are overlooked by the radiologist during routine screening. 
While false negatives can cost lives, false positive can cause 
panic and lead to unnecessary treatment. It has been reported 
that only 15-34% of the patients subjected to biopsy are found 
to actually have malignancies. Medical frameworks have been 
developed to support the development and installation of a 
system for content-based image retrieval in medical 
applications [2]. 

 For research work in mammographic images, mainly 
two databases namely Mammographic Image Analysis Society 
Digital Mammogram Database and Digital Database for 
Screening Mammography are used. The MIAS Database is 
composed of a set of 322 MLO Digitized Mammograms 
corresponding to left and right breast of 161 women. The films 
were extracted from the UK National Breast Screening 
Programme and digitized to 50-micron pixel edge with a Joyce- 
Loebl scanner, a device with a linear response in the optical 
density range 0-3.2.Each pixel was described as an 8-bit word. 
The database also includes “ground truth” on the location of 
any abnormalities may be present [3]. There are two views of 
mammography known as MLO and CC view and the effect of 
two view mammography versus single view mammography at 
subsequent screens on breast cancer detection and financial 
consequences for particular settings are shown in [34]. 

 The Digital Database for Screening Mammography 
(Keath, Bowyer, Kopans, Moore and Kegelmeyer , 2000)  of 
the University of South Florida is a large database of digitized 
mammograms available online. The database is divided into 43 
volumes, and each volume is divided in a number of studies. 

The grouping factor is the study final diagnostics: volume with 
normal cases, volume with a case containing benign 
abnormalities, a volume containing cases with cancerous 
abnormalities. In total, there are 2620 cases, and each case 
corresponds to the MLO and CC views of both women breasts, 
along with some associated patient information(age, breast 
density, rating and keyword description for abnormalities) and 
image information (scanner, spatial resolution). Moreover, 
images containing suspicious area have associated “ground 
truth” information about the location and type of suspicious 
regions. 

II. PREPROCESSING OF MAMMOGRAPHIC 
IMAGES 

Before any processing can be done on mammographic 
images, the first step is preprocessing of the mammographic 
images. With the preprocessing or the enhancement techniques, 
the fine details are also clearly visible and it becomes easier to 
segment mass and other abnormalities in mammographic 
images. One of the techniques that can be used for contrast 
enhancement of mammographic images is adaptive fuzzy 
contrast enhancement method. The mammograms are 
normalized and fuzzified based on maximum entropy principle. 
The local contrast was improved by using both local and global 
features and then defuzzified to transform the enhanced 
mammogram back into spatial domain [5]. The standard 
histogram equalization usually results in excessive contrast 
enhancement because of lack of contrast enhancement. The 
modified Local contrast enhancement can be used to adjust the 
level of contrast enhancement, which in turn gives the resultant 
image a strong contrast and also brings local details for more 
relevant interpretation [6]. Many variants of histogram 
equalization such as Contrast limited adaptive histogram 
equalization techniques and two-stage adaptive histogram 
equalization can be used for enhancement of mammograms [7, 
8]. The limitation of existing contrast enhancement and 
brightness preserving technique for enhancing the digital 
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mammograms is that they limit the amplification of the contrast 
by clipping the histogram at a predefined clip limit. To 
overcome this, fuzzy logic can be used in conjunction with 
histogram-based clipping algorithm to automate the selection of 
the clip limit that is relevant to mammograms [11].  
 The structure tensor operator can be combined with 
the fuzzy logic for improved enhancement of possible Micro 
calcifications in digital mammograms [9]. Nonlinear 
polynomial filters can be used for the design of Non-Linear 
Unsharp Masking for the enhancement of mammographic 
images. The different variants of Non-Linear Polynomial 
Filters can be used for different operational modules like edge 
preserving and contrast enhancement [10].    
 Breast image preprocessing is needed to improve the 
quality of the image. An image selection process should be 
incorporated in to better target problematic images [12]. In 
some circumstances, various enhancement algorithms can be 
combined together to achieve better results for the 
segmentation of the breast region and visual interpretation, 
analysis, and classification of mammogram masses to assist the 
radiologist in making more accurate decisions [13].  
 

III. PECTORAL MUSCLE SEGMENTATION 

After preprocessing of the mammogram image, the next step 
in the processing of the mammographic images is the removal 
of pectoral muscles so that the region of interest can be 
extracted easily. Pectoral muscles have pixel intensities similar 
to that of breast tissues which could lead to awry results. As a 
result, a lot of effort needs to be put into the segmentation of 
pectoral muscles and finding its contour with breast edges. A 
comprehensive survey of techniques used for segmentation of 
pectoral muscles is given in [21].   Adaptive pyramids and 
Minimum spanning trees can be used in conjunction with 
active contours to segment pectoral muscles in screening 
mammograms [14].Mammograms can also be segmented using 
multidimensional scanning of the image using a window of a 
particular size. The border pixels are detected using intensity 
values and a maximum gradient of the window. The breast 
boundary is identified from the detected pixels filtered using an 
averaging filter [15].   
 Breast skin-air interface segmentation is a much more 
difficult task when performed on scanned mammograms than 
digital mammograms. Pectoral muscle segmentation can be 
used by a combination of contrast enhancement using adaptive 
histogram equalization and polynomial curvature estimation on 
a selected region of interest. This method makes segmentation 
of very low contrast pectoral muscle areas possible because of 
estimation used to segment areas which have lower contrast 
difference than detection threshold [16]. Pectoral muscle 
segmentation can be done by means of two anatomical features 
namely homogeneous texture and high-intensity deviation 
which gives the initial pectoral muscle edge. Then the Kalman 
filter is used to refine the ragged edge [17].  Pectoral muscles 
can be also segmented by means of global thresholding, 
followed by edge detection processes to identify the edges of 
full breast and connected component labeling to identify and 
remove the connected pixels outside the breast region [18, 19].  
 Breast boundary can be detected initially via 
thresholding followed by Active contour models without edges 
to search for the actual boundary. It is superseded by post-
processing technique to correct the overestimated boundary 
caused by artifacts by Canny edge detection. Subsequently, five 

edge features were identified to find the edge that has the 
highest probability of being initial pectoral contour and search 
for actual boundary via contour growing [20].  

IV. FEATURE EXTRACTION AND SELECTION FOR 
MAMMOGRAPHIC IMAGES 

Various features can be used for mammographic images in 
order to classify the region as mass or non- masses. After the 
segmentation of the region of interest, the next step in 
mammographic images is to extract features from the region of 
interest. The mammogram images can be filtered using Gabour 
wavelets and directional features are extracted at different 
orientation and frequencies.  Principal Component analysis can 
be used for reducing the dimensions of filtered and unfiltered 
high dimensional data [22]. Contourlet coefficients can be 
employed as a feature extractor to obtain the contourlet 
coefficients. The features can be selected using a genetic 
algorithm which results in more compact and discriminative 
feature set [23]. The discriminating breast tissue patterns can be 
obtained by variants of  Local Ternary Pattern and Local Phase 
Quantization. It shows very good results for distinguishing 
benign from malignant tissues [24].   
 Feature selection is the process of selecting an 
optimum subset of features from the enormous potential 
features available in the given domain after the image 
segmentation. A survey of existing feature selection algorithms 
for classification and clustering can be found in [31]. In this, 
the comparison between different algorithm with a categorizing 
framework based on search strategies, evaluation criteria, and 
data mining tasks with unattempted combinations was 
provided.  The general guidelines to select significant features 
include following considerations: Discrimination, Reliability, 
Independence, and Optimality. According to what features are 
selected, the feature space is divided into three subspaces: 
intensity feature, geometric features and texture features [25]. 
To find best feature set and a suitable neural architecture for 
micro calcification classification, a neuro genetic algorithm can 
be used in digital mammograms [26]. Genetic Algorithm and 
Particle Swarm Optimization can also be used for selecting the 
optimal subset for feature selection [27]. A connectionist online 
feature selection technique is used to identify the set of good 
features from the set of features which are computed at few 
randomly selected positive and negative pixels [28]. 
Discriminant Analysis has also proved to be a good method for 
selecting the best features to distinguish between normal and 
abnormal regions [29]. Other alternative for optimal feature 
selection is by using multi objective Genetic algorithm [30]. 
Principal Component Analysis can be one alternative to reduce 
the dimensionality of filtered and unfiltered high dimensional 
data [22]. 
 After segmenting the Region of interest from 
mammographic images, usually textural, intensity and shape 
features are extracted and suitable features are selected using 
Correlation based feature selection algorithm for classifying the 
ROI’s as masses or non-masses [31]. Branch and bound 
algorithm can also be used in conjunction with the genetic 
algorithm for feature selection which provides the best optimal 
features [32]. An illustrative example of how existing feature 
selection algorithms can be integrated into a meta algorithm 
that can take advantage of individual algorithms is shown in 
[33]. An added advantage of doing so is to help a user employ a 
suitable algorithm without knowing the details of each 
algorithm.  
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V. CLASSIFICATION AND DETECTION OF    
ABNORMALITIES IN MAMMOGRAMS USING 

SOFT COMPUTING TECHNIQUES 

A computer aided diagnosis algorithm identifying breast nodule 
malignancy using multiple ultra sonography features and 
artificial neural network classifier was developed in [35]. The 
features were extracted from sonographic images through 
digital image processing and an artificial neural network then 
distinguished malignant nodules based on those features and 
results were compared using Receiver Operating Characteristic 
curve. A new system was developed to detect malignant masses 
on mammograms by observing the behavior of iris filter at 
different scales. A backpropogation neural network classifier 
was trained to reduce the number of false positives [36].  
 A method for automatic detection of mammographic 
masses was developed based on segmentation of regions via 
thresholding at multiple levels and set of features were 
computed from the segmented regions. A region ranking 
system was used to identify the region most likely to produce 
abnormalities based upon the features computed [37].  A 
medical image retrieval system was developed by extracting 
texture features using Modified Discrete Cosine Transform. 
The hierarchical similarity measure was used to reduce the 
search space in large database which reduced the effect of 
background in the image and improved the performance of 
medical image retrieval [38]. A computer aided detection 
system was developed to detect micro calcifications using multi 
scale filter bank based on the concept of second order partial 
derivatives. Firstly, the region of interest are identified by a 
multiresolution based histogram technique which is 
decomposed into sub-bands , the low-frequency sub band is 
suppressed and then the high – frequency sub bands which 
contain only nodule like structures are reconstructed. This 
structure is determined by the eigen values of the Hessian 
matrix [39].  
 An automatic breast classification methodology for 
the classification of the breast tissue into fatty, glandular and 
dense tissue is developed. After preprocessing, the pectoral 
muscle was suppressed and statistical features such as mean, 
standard deviation, smoothness, third moment, uniformity and 
entropy was extracted from the suspicious region and fed into 
support vector machine in order to classify them as fatty, 
glandular and dense tissues [40]. A content based image 
retrieval system was designed to retrieve mammographies from 
large medical image databases based on breast density 
according to four categories defined by the American College 
of Radiology and is integrated to the database of the image 
retrieval in medical applications. Two dimensional principal 
component was used in breast density texture characterization, 
in order to effectively represent texture and allows for 
dimensionality reduction and support vector machine was used 
for retrieval process [41]. A novel framework designed to cover 
content based information retrieval framework, designed to 
cover several medical applications and allowing the possibility 
of retrieval of incomplete medical cases of several images 
together with semantic information was presented in [42]. The 
framework relied on committee of decision trees and decision 
support tools to process the information and was tested on two 
heterogeneous medical datasets namely DRD and DDSM.  
 A Content based image retrieval system was designed 
which employees a query example to search for similar images 
in the database. The framework was divided into online and 

offline feature extraction. To identify the lesion type the system 
will ask the user to categorize the lesion as mass or 
calcification which helps the system link and utilize the most 
appropriate feature set. The user provides relevance feedback in 
order to refine searches further by tuning the relevance 
feedback functions [43]. A CAD system for mammographic 
masses that uses mutual information based template matching 
scheme with intelligently selected templates was designed in 
[44]. A computational methodology to help detect masses by 
specialists was developed in [45]. Cellular neural network was 
used to segment the regions that contain masses. The shapes of 
the regions were analyzed by various shape descriptors and 
texture was analyzed through geostatic functions and support 
vector machine was used to classify the candidate region as 
mass or non-masses.  
 A Content based image retrieval system was 
developed for helping medical professionals to seek mass 
lesions that are pathologically similar to a given example. 
Shape and margin features were extracted from mass lesions 
and similarity between query image and database image was 
done by means of hierarchical arrangement of features and 
weighing distance measure [46]. CBIR can also be designed 
using support vector ensemble [47].  A particle swarm 
optimization rule based extractor can also be used for diagnosis 
[48]. An alternative approach for detection of breast 
abnormalities in digital mammogram can be with the help of 
Particle Swarm Optimized Wavelet neural Network [49] . 
  For heterogeneous medical retrieval system, 
a unified learning framework was developed based on Full 
range Autoregressive model with the Bayesian approach in 
[50].  A novel feature descriptor based on local bit plane 
decoded pattern for indexing and retrieval of biomedical 
images [51]. A very fast method for breast cancer detection and 
segmentation in mammograms was developed by means of 
simple image processing operations [52]. A system to obtain 
salient regions with improved Region of Interest using graph 
based visual saliency methods was developed in [53] and 
performance was measured by Receiver Operating 
Characteristic curve. A Radial Basis Function neural network 
for mammogram classification based on Grey level Co-
occurrence matrix was developed in [54]. An alternative 
method of mammogram classification was designed using 
Law’s Texture Energy measure as texture feature extraction 
[55].  

VI. SYSTEM EVALUATION 

In any general retrieval domain, it is very difficult to compare 
any two retrieval systems. A single example result does not 
reveal a great deal about the real performance of the system and 
is not objective as the best possible query result can be chosen 
by the author. This problematic in retrieval system evaluation is 
described in [56]. The most common measures that are used are 
common to the domains of information retrieval or content 
based image retrieval such as precision and recall defined as 
follows:- 
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VII. CONCLUSION  

This paper provided survey of techniques used for various steps 
in diagnosis of breast cancer in mammogram images. The 
techniques for pectoral muscle segmentation which usually 
hinder the segmentation of region of interest from mammogram 
were surveyed. Then the various mammographic features that 
are used for representation of region as mass or non-mass were 
studied. Usually, the number of features is large in number, so 
for proper representation, techniques for dimensionality 
reduction of features were studied. Lastly, the various 
algorithms for detection and classification of abnormality in 
mammograms were analyzed and their pros and cons were 
discussed.   
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