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Abstract: The ubiquity of image capturing devices has led to creation of large image collections for both personal purposes and commercial 

hosting of images on the Web. With this enormous increase in image storage retrieve of efficient image from a large dataset in real time has 

become an important task. Traditional methods of database management do not suffice here as they are not able to capture the information 

within the contents of an image. This paper proposes a method of image retrieval based on Speeded Up Robust Features (SURF) to detect and 

retrieve the most relevant image from an image dataset. Experimental results indicate that Content Based Image Recognition is a better method 

than any method that relies solely on annotation. 
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I. INTRODUCTION 

Content Based Image Retrieval (CBIR) is the process of 
retrieving digital images from large databases based on an 
image’s content. It consists of four steps in general: 

(1) Data acquisition and processing 
(2) Feature representation  
(3) Image indexing  
(4) Query and feedback processing 
 The image data may be acquired from image files 

already existing on hard disk drive or from an image capture 
source such as a camera. The subsequent processing may 
involve resizing of the image, change in color space 
properties of the image, etc. to make the image more 
amenable to processing. Further processing involves 
identifying unique features of the image that can be used for 
matching the image. The selection of type of features is 
dependent on the needs and the various methodologies that 
the feature supports. Some of the feature types are based on 
color gradients, color blobs, texture, corner detection, 
objects, etc. Once feature detection is done, the user can then 
use a query image to search for similar images within the 
dataset. 

Finding image using simple information like image 
dimensions or annotation provided in the images do not 
provide any desired solution. Using features such as Speeded 
Up Robust Features (SURF)[1], based on image content as 
search criteria is a better option than. Further to support 
efficient and fast search operations for storing and matching 
features data structures like kd-trees [3] is used. 

II. RELATED WORK 

The work to extract the digital information began as soon 
as the idea of digitizing content that was present in physical 
mediums such as books, vinyl records gained foothold. The 
contributing ideas that would lay the foundations came from 
a variety of fields such as artificial intelligence, 
computational vision to psychology. At the forefront 

however was field of computer vision which provided some 
of the first algorithms for searching features in video, audio, 
and images. With the growth of the internet Web engines 
caught on, and started to provide image searches. Efforts 
were also made for integration of such systems directly into 
commercial database systems. It was realized by scientists 
during the course of developing media information systems 
that there was a widening semantic gap between the low 
level features that were used in computations by scientists 
and high level features that general users used their daily 
language when searching for images of interest.  One of the 
earliest image based search engine to address the semantic 
gap was the Imagescape and it could provide searches on 
over 10 million images on topics like sky, trees, river etc [2]. 

This paper covers only images though feature techniques 
applied on image can be applied on videos and vice versa. 
Even though a video is inherently composed of images, an 
image collection presents unique challenge because unlike a 
video where subject matter is unlikely to change suddenly 
from frame to frame and the object is a bit easier to find due 
to dominant presence in consecutive frames of the video, 
images in a collection may differ widely in the scope of 
matter they cover [2]. 

Early attempts were mainly focused towards human face 
recognition but steadily the search diversified towards 
detecting objects in general. The difficulty of detecting 
objects led to research and advancements in proposal of 
novel and better similarity features like color features based 
on NF, RGB and m color space.  Other techniques have 
included texture matching on the basis of histogram and use 
of computational geometry to match shapes [2].  

Learning algorithms became an important part of image 
retrieval systems as it was realized that pattern recognition 
between underlying relationships of features would yield 
better results than was possible by simple matching of 
features. They allow the computer system to build a semantic 
understanding of the image collection and reduce the effects 
of noise introduced due to real world clutter in the image 
contents as well as ordering of images in vast collections. 
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The earliest learning systems were based on neural networks, 
also used are components based searches, statistics based 
methods have also shown great promise. Some image 
retrieval systems also integrate human feedback in training 
the systems so there is a more human centered relevance to 
search results [2]. 

 It is not only essential to create good image similarity 
measures but it is also important that the result of searches be 
available to the user in a reasonable period of time. One of 
the first approaches was to create image retrieval systems 
based on SQL databases. But they were found to have poor 
performances as some of the basic assumptions on data 
integral to their design don’t hold in case of image data. 
Researchers then turned to similarity based databases using 
tree like structures to perform similarity matches [2]. Hybrid 
approaches that involve traditional Relational Database 
Management Systems (RDBMS) have also been proposed 
[4]. 

Some recent work include using Multi-Channel based 
CBIR systems that work using multiple color channel 
representation of an image to find the relevant images[5] , 
using texture for image similarity and retrieval [6], using 
SIFT with user feedback to determine the  closest match[7]. 
Some new technologies being introduced use not only the 
image content information but also the associated metadata 
like GPS data to segment images based on location for better 
image data segmentation [8]. The popular image search 
services provided by Google and Microsoft ,through Google 
Search and Bing , respectively are prominent examples of 
large scale Web based proprietary CBIR implementations 
that use not only image content but also text and other 
metadata like hyperlinks to provide accurate searches. 

The search for better features continues to capture more 
relevant information as well as in terms of computation 
scalability in regards to application use in a server 
application or running on the latest Smart phones. 

III. APPROACH AND ALGORITHMS 

A feature is a metric on the basis of which image 
contents can be expressed. These features can then be 
further stored, retrieved and matched more efficiently in 
terms of memory and computation costs as compared to 
direct image data. There are two kind of features :(1) Global 
features (2) Local features. Global features represent the 
whole image information as a single feature vector not 
considering the many regions and objects that are part of the 
image content. Local features on the other hand are 
calculated from the individual regions and objects giving a 
better overview of an image’s content [9]. Scale Invariant 
Feature Transform (SIFT) [10] and Speeded Up Robust 
Features (SURF) are type of local features. SURF was 
chosen because it has been shown to be computationally less 
time to calculate  and descriptors are almost as good as 
generated by SIFT[11][12]. 

A. Speeded Up Robust Features(SURF) 

SURF [1] is a scale and rotation invariant detector and 
descriptor. Scale and rotation invariance mean that an object 
can be identified even though if its representation gets scaled 
in size or it is rotated about an axis in its representation in an 
image. Variance occurs due to the way information exists in 
reality and the incompleteness with which it can be captured 
from a recording. Invariance is important as applied to 
chosen features, as measurement of similarity is possible 
only with respect to those features which do not change 
image to image [13]. The algorithm first detects key points 

within the image, these are points which have been deemed 
to be acceptable for creating unique descriptor representation 
of image contents. The next step calculates the descriptors 
for all detected key points which may or may not necessarily 
result in descriptors. The descriptors are vectors of floating 
point values with descriptor of increasing lengths 
computationally costly but also accurate though the accuracy 
does not scale with increase in length. 

B. Randomized kd-trees 

Kd-tree data structure was  proposed in 1975 as a  
multidimensional binary search  tree  (or kd-tree, where k  is  
the dimensionality of the search  space)  as a  data  structure  
for storage  of  information to be retrieved  by  associative  
searches.  In addition to its storage efficiency, a significant 
advantage of this structure is that a single data structure can 
handle many types of queries very efficiently [3]. It is a 
binary tree that recursively splits the whole input space into 
partitions, in a manner similar to a decision tree acting on 
real-valued inputs. Each node in the kd-tree represents a 
certain hyper-rectangular partition of the input space; the 
children of this node denote subsets of the partition. Hence, 
the root of the kd-tree is the whole input space, while the 
leaves are the smallest possible partitions this kd-tree offers 
and each leaf explicitly records the data points that reside in 
the leaf. The tree is built in a manner that adapts to the local 
density of input points and so the sizes of partitions at the 
same level are not necessarily equal to each other [13].  

A randomized kd-tree is built by choosing the split 
dimension randomly from the first D dimensions on which 
data has the greatest variance. Speed of search increases by 
building multiple randomized kd-trees and searching across 
them in parallel. The creation of randomized kd-trees is such 
that they are mostly unique, thus avoiding any wasteful 
results caused due to similarity of tree structures.  As linear 
search is too costly, an approximate nearest neighbor search 
is done, in which non-optimal neighbors are sometimes 
returned. Such approximate algorithms can be orders of 
magnitude faster than exact search, while still providing near 
optimal accuracy [14]. 

The original implementation of SURF algorithm is 
proprietary, the implementation used for the experiment is an 
open source implementation and part of Open Source 
Computer Vision Library (OpenCV). OpenCV is an open 
source library that consists of implementations for various 
algorithms and routines that support image processing and 
computer vision techniques. The algorithm for storing 
features and retrieving nearest approximate matches is based 
on Fast Library for Approximate Nearest Neighbor 
(FLANN) that has been integrated into OpenCV. SURF will 
detect key points and create descriptors that will enable 
finding similar content in other image and a data structure 
that supports fast retrieval and matching of stored content. 

IV. METHODOLOGY 

The method used can be broken into three steps 

(1) Detect and extract features from images 

(2) Store the features in randomized kd-trees 

(3) Use a query image to find similar images 
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Figure 1. Block diagram of Image retrieval system 

 

MIRFlickr [15] dataset has been used for testing the 

proposed methodology. The first five thousand pictures are 

broken into five sets of thousand images each. Images are 

read for each set sequentially and SURF feature detection 

and descriptor extraction are done sequentially. Once all the 

images have been processed, the descriptors are passed to a 

FLANN based descriptor matcher which stores the features 

in randomized kd- trees.  After training randomized kd tree, 

the query image SURF detection and descriptor extraction is 

done. The query images are from within the image dataset 

but are not part of the five sets of images on which the 

querying was done. The descriptors from query image are 

then used to find the best image from the image collection 

using nearest neighbor search. The search for nearest 

neighbors is approximate and is limited to 2 nearest 

neighbors. Since the MIRFlickr dataset is annotated, the top 

100 image matches are matched against the annotated data 

to predict accuracy of the search. 

V. EXPERIMENTAL SETUP 

As discussed earlier the image dataset was from MIR Flickr. 

The computer system was a 1.5 GHz and 2GB RAM 

machine, the program was developed on Visual Studio 2010 

Express Edition and OpenCV version 2.2. 

 
                           Table 1. Match results 

 
Percentage of accurate feature matches with respect to annotated data 

for images 

Image Set SURF-64 SURF-128 

                        Set-1  10.39% 10.92% 

                        Set-2 10.36% 10.52% 

                        Set-3 11.07% 11.01% 

                        Set-4 10.64% 10.99% 

                        Set-5 10.39% 10.65% 

VI. DISCUSSION 

From the table we see that for the dataset there is no 

substantial difference between SURF-64 and SURF-128. 

The higher percentage of match in SURF-64 than SURF-

128 can be attributed to the use approximate nature of 

nearest neighbor search. In general, the low percentage of 

recognition can be explained in part by the 

incomprehensiveness of annotated data, the usage of default 

parameters of various functions which were not adjusted for 

the dataset and the approximate neighbor search. Also, the 

query images may not have had many features of same 

category as the images in the data set used. The successful 

correlations may be increased using user feedback and a 

better learning algorithm. 

VII. CONCLUSION 

A SURF feature based image retrieval system was built and 

found to be workable, though with a low success rate using 

annotations as a truth based feature. The SURF feature 

based CBIR may be used to annotate images as 

comprehensive manual annotation is costly in terms of 

money, time and will still lack comprehensiveness. The 

capabilities of the system can be enhanced by incorporating 

human feedback in learning algorithms. 
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