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Abstract: In this paper we are describing the performance of gaming application using a multi-threaded gaming engine (smoke). That is designed 

to scale to as many processor cores are available within a system. It does this by executing different functional blocks in parallel so that it can 

utilize all available cores/processor. Here we changing configuration files with (no recompilation) to modify the way the existing technology. 

The framework is designed to allow the system(AI, Physics) to talk each other in a efficient threaded manner, without writhing custom code. 

This project aims to perform parellelizing technique over the gaming code to achieve a higher level of performance. 
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I. INTRODUCTION 

Multi-core processors are widely used across many 

application including general-purpose, embedded, network, 

digital signal processing (DSP), and graphics. Several 

business strategies drive the development of dual-core 

architectures. For decades, it was possible to improve 

performance of a CPU by decreasing the area of the 

integrated circuit, which was drive down the cost of the IC 

[1]. Alternatively, for the same circuit area, more transistors 

could be utilized in the design, which increased 

functionality, especially for CISC architectures. Eventually 

these techniques reached their limit and were unable to 

improve CPU performance. Multiple processors had to be 

used to gain speed in computation. Multiple cores were used 

on the same chip to improve performance, which could then 

lead to better sales of CPU chips which had two or more 

cores. Intel has invented a 48-core processor for research in 

cloud computing [1]. The largest boost in performance will 

likely be noticed in improved response-time while running 

CPU-intensive processes, like antivirus scans and more. For 

example, if the automatic virus-scan runs while a movie are 

being watched, the application running the movie is far less 

likely to be starved of processor power, as the antivirus 

program will be assigned to a different processor core than 

the one running the movie playback [2]. Now we are trying 

to implement the gaming application in multicore 

architecture. We used a game engine named as smoke on 

multi core architecture. Smoke is a tech demo using the 

parallel architecture framework. As can be seen this is not a 

simple demo, the developers wanted to produce a 

framework that can be used for game technologies and can 

fully incorporate middleware such as Havoc, FMOD, etc. 

Another goal was the need to be partitioned and 

configurable, allowing game developers to tweak and adjust  

 

the workload. The primary goals for developing this 

framework were: 

 

1. Performance; this example shows an 8-core system, but 

the framework was designed from the ground up to expand 

beyond 8-threads, to ensure complete loading of all the 

CPUs. 

2. The framework was developed to allow the    exploration 

of other game technologies by getting up the data in such as 

way to support ease of prototyping and to be able to 

incorporate new technologies [1]. Many things can be 

threaded, but to be able to plug-in new functionality, the 

game framework must be structured in such a way to allow 

efficient communications in a threaded environment, 

without undue performance bottlenecks.  

 The framework is setup to be totally configurable and 

partitioned. The framework was designed to allow the 

Systems (AI, Physics) to talk each other in a efficient 

threaded manner, without writing custom code for 

communications between each of the Systems. The 

primarily reason the framework was developed was to teach. 

The smoke engine are also used multi-threading concepts to 

achieve performance over game The developers wanted to 

develop a parallel architecture framework that shows 

efficient threading and make it easy to prototype and to add 

new technologies. From these we understand how change 

synchronization is handled in the parallel architecture 

framework and how it contributes to the scalable game 

framework and Recognize how common interfaces are used 

to interact between Systems (AI, Physics, Graphics, etc) [3]. 

II. ELEMENTS OF GAME PERFORMANCE 

A game is an interactive real time application which takes 

input from the user, performs some computations and 
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displays the game in a fixed time, usually aiming at 

rendering at a minimum illusion of a continuous motion. It 

used to reduce in order to avoid the frame rate from 

dropping below this frequency [5]. Measures of game 

performance include i. the fill limit, which indicates how 

fast the application can fill polygons to form solid surfaces; 

ii. the texel limit, which indicates how fast texel, which are 

texture elements, can be mapped onto polygons; iii. the 

polygon limit, which indicates how fast the game's 

primitives can be processed, including geometry operations 

such as scaling, translation, and rotation; iv. depth 

complexity, which reflects how many polygons are 

positioned one behind the other, causing the Z buffer to 

suffer when there are too many polygons behind each other; 

v. CPU load composed of scene management, score 

accounting, as well as artificial intelligence and physics. 

When one or more of the measures exceed a certain limit, 

the scene cannot be rendered and transferred to the frame 

buffer on time, so a game update is missed and a frame 

isdropped. The game engine contains the following loop  

While (game has not ended) 

             { UpdateGame(); 

              RenderGame(; 

              } 

where UpdateGame gets the user inputs, performs the 

computations necessary for updating the game's state, 

artificial intelligence, physics, and audio, while render 

Game focuses on displaying the game, including 

geometry/vertex and pixel operations . Typically, to let the 

game run adequately on both fast and slower hardware, the 

UpdateGame is placed under an inner loop that controls the 

game update at a constant rate about 25 times per second, 

and RenderGame is called with an interpolation argument 

when called between game updates to give the illusion that 

the game is running at a high frame rate . This will work 

adequately on fast and slower hardware we are trying to 

consider measures of game performance FPS and CPU 

usage [5]. 

III. RELATED WORK 

In 1980s computers were used to do one thing at a time, 

and that was word processing, creating spreadsheets or 

more. These days, users expect to run several applications at 

a single time. Despite these growing demands, the 

programmer’s role has retained the same – to create a single 

series of instructions for a system’s processor to execute in 

sequential [2].  CPU vendors have tried to meet the 

challenges posed by multi-tasking users by producing faster 

processors, which have the capability to give the user the 

impression that multiple applications are running at once. 

What drove the industry to multicore technology wasn’t just 

the need for more processing speed, less heat because the 

fastest chips were heating up faster than the average fan 

could cool them down, and more energy efficiency because 

single-core chips rely on tightly packed transistors to get the 

job done [3]. 

         Compared to several single-core chips, a multi-cor e 

chip is easier to cool because the CPUs are simpler and use 

fewer transistors. It means they use less power and dissipate 

less heat overall. As for performance, each multi-core 

processor can work on a different task at the same time. 

Parallel processing used to require more than one chip or 

clever algorithms to simulate parallel processing from the 

software side. In a multi-core processor, parallelism is 

already built in [3]. The problem is that most 

programmers—truly, most humans— think sequentially, so 

most codes are written to run sequentially. Parallelizing 

them can require heroic effort. 

 

         As a reader of Computer, you probably don’t need the 

detailed explanation of why most of the industry has shifted 

to multi-core technology. But in all honesty, many 

embedded system designers are still struggling to determine 

whether multi-core really buys them anything in terms of 

performance. Resolving this type,  requires a thorough 

understanding of the target application problem, the 

characteristics of multi-core processors that could be used, 

and the amount of time that must be invested to make the 

transition [3]. Having reliable performance information 

provides a good starting point for analyzing these type of 

factors, but. In other words, it’s imperative to take the right 

types of benchmarks to accurately predict the performance 

of the multi-core processor [2]. 

Many performance evaluation techniques and tools 

have been developed in the past but most performance tools 

support single-threaded applications. Recently, Intel started 

to offer performance tools that support multi-core and 

multithreading, but they require special hardware 

performance monitoring support. The complexity of the 

systems increased and created significant challenges to the 

programmers. To become a good application developer for 

Today’s different multi-core systems, one will have to be 

familiar with multiple Instruction Set Architectures (ISA’s) 

on the processor in the platforms in order to optimize for 

application performance [3].  

 

IV. PROPOSED WORK 

The steady of symmetric multiprocessing to putting many 

functional units on a chip to multi-core has been a long time 

approach.   Software ran faster year after year, not because 

of software innovations, but because chip makers kept 

adding transistors to the standard single-processor 

architecture. If we want faster speeds, we have to embrace 

concurrency and make use of multiple processors on the 

chip at once. To ease the complexity on the developer, 

performance analysis tools are essential, and they provide 

significant help to the developers on exploring and tuning 

the application performance [3]. 

     Faster processors won’t give faster games unless 

complex code can be broken down into smaller blocks. 

Having reliable performance information provides a good 

starting point for analyzing these factors, but “reliable” is 

the operative word.  In other words, it’s imperative to select 

the right types of benchmarks to accurately predict the 

performance of the multi-core processor. 

     Performance evaluation is key to many computer 

applications. Many techniques and profiling tools are 

available for measuring performance, but most of them 

depend on the hardware and the software on which they run. 

For a new platform, or a platform which is not popular, 

programmers usually suffer from few analyses tools, which 

has been a critical problem for application development on 

many  systems. Thus, a performance analysis tool with the 
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In future this project can be extended for quad-core, 8-core 

and multi-core processor machines. This project can also be 

extended to attain more CPU usage. 
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