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Abstract: Mobile ad-hoc networks (MANET) is an autonomous collection of mobile users that communicate over bandwidth considered 

constrained wireless links. They are dynamically reconfigured networks. MANET’s face serious security problems with their unique 

characteristics such as mobility, dynamic topology, and lack of central infrastructure support. Key management is crucial part of 

security, this issue is even bigger in MANET’s. The distribution of encrypted keys is an authenticated manner. Re-keying process will be 

performed only when a node leaves or joins the network. The communication cost is reduced by re-keying i.e. each cluster will have 1-

hop nodes. The cluster heads will be nominated by using lowest id algorithm. The authentication is provided in between communicating 

nodes. The network lifetime will be extended by using a monitoring node. 
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I. INTRODUCTION  

Mobile Ad-hoc Networks (MANETs) allow for the 
formation of a network without requiring a fixed infrastructure. 
These networks only require that nodes have interoperable 
radio hardware and are using the same routing protocol to route 
traffic over the network. The less requirements for such 
networks, along with the ability to implement them using small, 
resource-limited devices has made them increasingly popular in 
all types of application areas. Since there is no fixed 
infrastructure, the nodes in the network forward traffic for one 
another in order to allow communication between nodes that 
are not within physical radio range. Nodes must also be able to 
change how they forward data over the network as individual 
nodes move around and acquire and lose neighbors, i.e., nodes 
within radio range. 

 
                         
                               Figure 1.  Formation of clusters 
 
This structure has two main advantages: first, it is more 

robust than existing ones. In fact, each cluster can be seen as a 
key distribution zone. However key distribution is not achieved 
by only one node, rather, all the core members have this 
responsibility. This redundancy strengthens the fault-tolerance  
of the key distribution  scheme within the cluster as the cluster 
continues to function as long as there is at least a non failing 
node in the core. Second, as the core members are neighbours, 
the key agreement protocol used to generate the key of the 
cluster is low cost and terminates in reasonable delay. This 
contributes to the rapid deployment of the key in the cluster. 

The whole network is divided into clusters and these 
clusters form a network. Each cluster has a cluster head, and 
the remaining nodes are cluster nodes or ordinary nodes. Each 
cluster head maintains the group key and distributes it to 
remaining nodes within its cluster. Initially each and every 
node is assigned an id, status code, public key and private key.  

 
Here, security is provided based on re-keying. Re-keying is 

done by cluster head when any node leaves or joins the network 
to ensure backward secrecy (a new member should not know 
the previous information that was exchanged) and forward 
secrecy (an existing member should node receive any 
information exchanged after it leaves the network). The 
encryption and decryption of the data is done by DES 
algorithm. 

Routing protocols are used to determine how to forward the 
data as well as how to adapt to topology changes resulting from 
mobility. Initial MANET routing protocols, such as AODV 
[10], were not designed to withstand malicious nodes within 
the network or outside attackers nearby with malicious intent. 
Subsequent protocols and protocol extensions have been 
proposed [1,2]. 

 Many of these protocols seek to apply cryptographic 
methods to the existing protocols in order to secure the 
information in the routing packets. It was quickly discovered, 
however, that while such an approach does indeed prevent 
tampering with the routing information, it also makes for a very 
simple denial of service (DoS) attack [3]. This attack is very 
effective in MANETs as the devices often have limited battery 
power in addition to the limited computational power.  
It has been suggested that various trust mechanisms could be 
used to develop new protocols with unique security assurances 
at different levels. [5,27]. 
 

The routing protocol SAODV[6], uses cryptographic 
methods to secure the routing information. This uses trust 
metrics to allow for better routing decisions and penalize 
uncooperative nodes. 



Sandeep Kanagala et al, International Journal of Advanced Research in Computer Science, 2 (2), Mar-Apr, 2011, 345-347 
 

© 2010, IJARCS All Rights Reserved  346 

II. GROUP KEY GENERATION AND 

DISTRIBUTION 

When a node comes within the radius of the cluster, it sends 
a hello message with its public key and id. The cluster head 
receives the message and calculates the group key. The cluster 
head uses the entire nodes public keys to calculate the group 
key. It is calculated as follows. 

Group-key = (A)p1+p2+…pn+k
ch mod p * Srv 

Where A – primitive root pf p 

            P1, p2,…pn – public keys of 

individual nodes within the radius of the 

cluster, 

 P – prime number and 

 Srv – secret random value generated 

every time while rekeying. 

 

A. FORWARD AND BACKWARD SECRECY 

 

Backward secrecy prevents a new member from accessing 

the communication sent before it joins the group. We remind 

that in our protocol, a new group member joins a cluster and 

the key of the cluster is obtained by the combination of the 

shares of the core members. Furthermore, the key of the 

cluster is encrypted with the KEK generated by every core 

member using the shares of all the periphery members that are 

attached to it. So, an adversary needs to find all the shares of 

the core members or all the shares of the periphery members 

that are attached to a given core member. This property makes 

it impossible for the adversary to compute a previous cluster 

key. Furthermore, since the secret of the concerned core 

member and the secret of the cluster head are changed after 

each join operation, it is impossible for a new member or an 

adversary to find these secrets from the keys it has received at 

join. Forward secrecy prevents an old member from accessing 

current communication after it leaves the group. In our 

protocol, it is impossible for an adversary to compute the 

current group key after its leaves for the same reason we 

mentioned about the backward secrecy. Even having the 

public values of all members’ secrets, the adversary cannot 

compute the current cluster key [11, 12]. 

 

III. NEW NODE JOINS 

When node X joins in the cluster, it sends a hello message, 

id, and its public key to the cluster head. The cluster head 

calculates the group key and distributes it to other nodes. The 

cluster head unicasts it to the node X. The group key will be 

encrypted using a new node public key. 

 

CH -> new node: Enc(Pubnode, (Enc(e,[K0])||(d,n))) 

Where Pubnode – public key of new node 

IV. EXISTING NODE LEAVES 

When an existing node Y leaves the cluster, it 

sends a leave message, with its id to the cluster head. 

The cluster head calculates the new group key and 

multicasts the group key to other nodes. 

 

CH -> all node: Enc(Pubnode,(Enc(e,[k0])||(d,n))) 

Where Pubnode – public key of existing 

node. 

V. PROVIDING SECURITY 

A. Within the network if any two nodes want to 

communicate first they will authenticate each 

other and the steps are as follows. 

• Node X calculates hash value using its id, 

public key, and group key and transmits the 

hash value, id and public key to other node 

Y. 

• Node Y receive hash value and also it 

calculates new hash value from node X’s id, 

public key and group key. 

• Node Y will check the received values and 

calculated value both are equal or not. 

• If the hashed values are equal, it identifies 

the peer node as authenticated node. 

VI. RESULT 

So, we consider the above routing protocol to 

calculate the communication cost and  transmission 

delay.  

 

 

 
        Figure 2.  Graph showing transmission delay  

 

 

           
 

    Figure 3.  Graph showing communication cost  

 

 

From fig 2 we can say that transmission delay is less when 

packets are transferred without clusters. By considering fig 3 
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we can say that communication cost of packets is less when 

packets are transferred without clusters. 

 

VII. CONCLUSION 

Several protocols for wireless ad-hoc networks have been 

proposed. No protocol is accepted as standard because every 

protocol has advantages and disadvantages over each other. 

So, from fig 2 and fig 3 we can say that the comparison of 

communication cost and transmission delay are more when no 

clusters are used. 
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