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Abstract: Feature Reduction is an important step in data mining technique which removes unwanted attributes. The feature selection technique is 
used in various research fields. In this paper a hybrid algorithm named Radial Basis Function-Particle Swarm Optimization (RBF-PSO) 
Algorithm is proposed by combining the two existing algorithms, Radial Basis Function and Particle Swarm Optimization Algorithm. The result 
obtained proves that the proposed algorithm work well for Feature Reduction when comparing with the existing algorithms. 
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INTRODUCTION  

 
The researchers in the term Data mining refers to “extracting” 
or “mining” the knowledge from large volume of data. Data 
mining which means discovery of extracting large hidden data, 
previously unknown patterns and relationships that are 
difficult to detect with traditional statistics. Mining is the core 
process involved in Knowledge Discovery Process. 
Knowledge Discovery is a process of getting high level 
knowledge from low level data. In data mining, the hefty data 
sets are a computational progression to ascertain patterns. Data 
mining  techniques  are  the  result  of  a  long  process  of 
research  and  product  development [1]. Data mining is a form 
of knowledge discovery essential for solving problems in a 
specific domain. Data  mining  is  a  step  in  the  whole  
process  of knowledge discovery  which can be explained as a 
process  of  extracting  or  mining  knowledge  from large 
amounts of data [2]. The  major challenge  in  the  medical  
data  mining  is  imprecision  and  uncertainty.  Nowadays,  
offering  cost  worthy  service  is major  problem  faced  by  
the  health  care  organizations. The medical field has 
succeeded in identifying and predicting the disease with the 
aid of Data mining techniques. 
Feature selection is the problem of selecting a subset of 
features without reducing the accuracy of representing the 
original set of features. Feature selection is used in many 
applications to remove irrelevant and redundant features where 
there are high dimensional datasets. These datasets may 
contain a high degree of irrelevant and redundant features that 
may decrease the performance of the classifiers. A Feature 
Selection algorithm explores the search space of different 
feature combinations to reduce the number of features and 
simultaneously optimize the classification performance. 
Feature selection is a multi-objective problem. Feature  
selection  also  known  as  Attribute  subset selection,  
Variable  selection  , Feature  subset selection  is  the  process  
of  selecting  subset  or essential features from the existing set 
of features. Feature selection in supervised learning has a main 
goal of finding a feature subset that produces higher 
classification accuracy.Novakovic, J., et al Feature selection 
can be able to define as a process that chooses a minimum 
subset of M features from the original set of N features 
therefore, the feature space is optimally reduced according to a 
certain evaluation criterion [3].Feature selection there are three 

categorization filter, wrapper and embedded As the 
dimensionality of an area extends the quantity of highlight N 
increments. Finding the best component subset is generally 
obstinate [4] and numerous issues identified with highlight 
determination have been appeared to be NP-hard [5]. 
Specialists have concentrated on different parts of highlight 
determination. Highlight determination calculations might be 
isolated into channels [6], wrappers [7] and installed 
approaches [8]. 
The remaining content of this paper is organized as follows. In 
Section II, brief literature on adaptive PSO and PSO-RBF 
hybridization are given. The proposed PSO hybrid algorithms 
are described in Section III. Section IV discusses the results 
before the concluding remarks in Section V 
 
LITERATURE REVIEW  
 
Y. Shi, R.C. Eberhart, V. Kadirkamanathan, K. Selvarajah, 
P.J. Fleming, et al Particle swarm optimization (PSO) is one of 
the most newly developed evolutionary algorithms, the 
researches on the mathematical foundations and the realistic 
applications of PSO have involved much attention [9-10]. 
Particle swarm optimization (PSO) is a swarm intelligence 
method developed in [11] stimulated by the common behavior 
of bird flocking and fish schooling.pso have been exposed to 
successfully optimize broad range of continues functions [12-
13]. Particle swarm optimization as developed by the authors 
comprises a very simple method, and paradigms can be able to 
implement in a few lines of computer code. It requires only 
primitive mathematical operators, and is computationally 
inexpensive in terms of both memory requirements and speed. 
Early difficult have establish the implementation toward 
effective with several kinds of problems.  
PSO has been applied to improve neural networks in various 
aspects, such as network connection weights, network 
architecture and learning algorithms. In recent years, there 
have been several papers reporting on the replacement of the 
back propagation algorithm by PSO for some neural network 
structures [14-15]. Particle Swarm Optimization is a 
population (swarm) Based optimization tool. Every single 
solution (called a particle) “flies” over the solution space in 
search for the optimal solution. The particles are evaluated 
using a fitness function to how close they are to the optimal 
solution [16]. 
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RBF neural network's performance mainly depends on the 
center and the width of radical basis function of the hidden 
layer and the weight values of the output layer. Traditional 
RBF neural network learning strategy has significant 
drawbacks, which only finds  the optimal solution in local 
space  to determine the network structure parameters.Alejo et 
al.[17] RBF Neural Network is an extremely powerful type of 
feed forward Neural Network first perceived by Broomhead 
and Lowe. These feed-forward networks are trained using a 
supervised algorithm. They have been broadly used for 
classification and interpolation regression. The RBF Network 
is a three layer feed forward fully connected network, which 
uses RBFs as the only nonlinearity in the hidden layer 
neurons. The output layer has no nonlinearity and the 
connections of the output layer are only weighted, the 
connections from the input to the hidden layer are not 
weighted [18].Tsimboukakis and Tambouratz is et al. [19] 
RBF structure strictly comprises three layers. The first layer is 
the input layer that deals with the transmission of the inputs to 
the network. The second layer, known also as the hidden layer 
usually contains the activation function of the radial basis 
function.  This activation function depends on the Euclidian 
distance from the input pattern vector to the center of hidden 
neuron. Finally, the third or the output layer usually contains a 
linear activation function. PSO-RBF finds the size of the 
network and the parameters that configure each neuron: center 
and width of its basis function. Supervised mean subtractive 
clustering algorithm has been proposed [20] to evolve RBF 
Networks and the evolved RBF acts as fitness evaluation 
function of PSO algorithm for feature selection. The method 
performs feature selection and RBF training simultaneously. 
PSO algorithm has been introduced [21] to train RBF Network 
related to automatic configuration of network architecture 
related to centers of RBF. 
  
PROPOSED FRAME WORK 

 
The data set collected from the UCI repository. This research 
paper proposes a Feature Reduction Framework (FRF) which 
contains dataset repository, data cleaner, feature reducer and 
hybridization manager. Dataset repository is used to store the 
different kind of datasets such as medical dataset, Wine 
dataset. Missing values are filled by data cleaner. Feature 
reducer is applied to reduce the unnecessary attributes from 
dataset. In order to obtain the optimal dataset, In reducer is 
applied to reduce the unnecessary attributes from dataset. 
Order to obtain the optimal dataset, the hybridization manager 
is used to hybrid RBF and PSO algorithm. This hybrid 
algorithm named Radial Basis Function and Particle Swarm 
Optimization (RBF-PSO) algorithm. The Figure 1 shows the 
Feature Reduction Framework for reducing the features in 
dataset. 

 
Figure1.Proposed Frame  Work For Feature  Reduction 

Pseudo code RBF-PSO Algorithm 
Step 1: Initialize particle weight & learning rate  
Step 2: To step (3to12) until stopping condition is reached 
Step 3: Calculate fitness value 
Step4: Each input unit receives fitness value xi

Step 5: Calculate the radial basis function  

 & and send to 
the hidden unit (i=1 to n) 

Step6: Send output signed for hidden unit to input of output 
layer units. 
Step7: Select the centers for the radial basis function.  The 
centers are selected from the set of input vectors.  It should be 
noted that a sufficient number of centers have to be selected to 
ensure adequate sampling of the input vector space. 
Step8: Calculate output from the hidden layer units Step 8: 
Calculate output from the hidden layer units 
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where jix is the center of the RBF unit for input variables. σI 
is the width of the ith RBF unit.  Xji  is the jth

Step 9: Set new pbest 

 variable of input 
pattern 

Step10: calculate the output of the Neural Network 
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Step 11: calculate the error and test for stopping conditions.   
 output node 

Step 12: Calculate and update velocity 
Step 13: Stop 
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Flow chart 
 
 

 
 

IV.RESULT AND DISCUSSION 
 

 
Table 1.Comparision- Performance of Proposed Algorithm 

with the Existing System 
 

Proper experimentation and comparison are carried to evaluate 
the performance of Radial Basis Function and Particle Swarm 
Optimization Algorithm. To evaluate the performance of RBF-
PSO algorithm, it is compared with existing RBF, PSO 
techniques. The performance analysis of RBF-PSO algorithm 
is shown in figure 2. The RBF-PSO algorithm reduces the 
maximum features count in liver dataset compare with others 
datasets such as diabetes, lung cancer, yeast, hepatitis and 
wine data. 

 
Figure 2.Comparision of the Proposed Algorithm with the 

Existing Terms In Respect to Feature Reduction 
 
 

 

CONCLUSION 
 
Feature reduction is a crucial and important step in Data 
Mining. The features should be reduced without affecting the 
knowledge extracted from the data set. This work combined 
two algorithms namely   Radial Basis Function and Particle 
Swarm Optimization with different kind of datasets 
comprising the feature reduction technique and produce best 
result for the liver dataset. To improve the algorithm can be 
hydride with other techniques which is the feature scope of 
this work. 
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