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Abstract: Data communication networks are a vital component of any modern society. They are used extensively in numerous applications, 
including financial transactions, social interactions, education, national security, and commerce. In particular, both wired and wireless devices 
are capable of performing a plethora of advanced functions that support a range of services, such as voice telephony, web browsing, streaming 
multimedia, and data transfer [1]. With the rapid evolution of microelectronics, wireless transceivers are becoming more versatile, powerful, and 
portable. In the wireless technology the major issue is the issue of spectrum utilization. The utilization of spectrum has increased to its maximum 
level. To tackle this issue the technology named cognitive radio was introduced to the rescue. The cognitive radio is an emerging technology that 
facilitate dynamic spectrum access in wireless networks. The cognitive radio is capable of expediently using the obtainable portions of a licensed 
spectrum to improve the application performance for unlicensed users. The opportunistic access of the accessible channels in the wireless 
environment requires dynamic channel assignment to efficiently utilize the available resources while minimizing the interference in the network. 
In this paper we are focusing the different traffic types such video and voice. In the voice we have different codec and in the video application 
we have different model types from which we need to choose the best for the optimum results.   
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I. INTRODUCTION 

 
In this modern era of science and technology, where every 
person is aware of the latest technology and trends, every 
second person is holding mobile phone and using its resources 
in the well manner, this leads to the situation where a person 
need full access of the resources for which him/her paying. 
Now the situation has arisen where the efficient utilization of 
resources is required. The craze of internet has increased as the 
smallest to the biggest thing is available on the internet, 
solution to every knowledge based problem is present on the 
internet. 
 
 At present, the information and communication technology 
commerce is facing global provocation in developing new 
services and products with enhanced Quality of Service (QoS). 
Undoubtedly, there is a keen call for global coherence not only 
in terms of energy, but also in terms of spectra available. In 
fact, the gap between supply and demand in wireless domain is 
increasing. With the shatter demand from smart phones to run 
bigger number of applications with paramount data rates will 
soon engulf the wireless capacity. The problem is the limited 
and costly available spectra to wireless data carriers. It has its 
slam not only on smart phones, but also on all wireless 
devices. In order to tackle the problem of spectrum 
underutilization, the concept of Cognitive Radio (CR) was 
proposed by Joseph Mitola III [1].The cognitive radio, built on 
a software-defined radio, is defined as an intelligent wireless 
communication system that is familiar of its environment and 
uses the technique of grasping by-building to learn from the 
environment and adapt to statistical variations in the input 
stimuli, with two primary objectives in mind highly 
dependable communication whenever and wherever needed 
well organized utilization of the radio spectrum [2]. 
Cognitive radio promises a low-cost, highly flexible 
alternative to the single-protocol wireless device, classic 

single-frequency band. By sensing and adjusting to its 
environment, such a device is able to fill voids in the wireless 
spectrum and can dramatically increase spectral efficiency [3].  
Main concern of cognitive radio is to make sure that cognitive 
user will not inhibit with the licensed user while 
communicating in licensed spectrum. Based on available 
network information and other directives there are different 
undertaking by which secondary user access spectrum without 
interfering with primary user. These approaches include under 
lay, overlay and interweave paradigm [3] [4]. 
Interweaver paradigm uses opportunistic spectrum access 
method that was primary idea of cognitive radio. It is based on 
the fact of less utilization of spectrum which indicated that 
there are short term space-time frequency holes that could be 
utilized by cognitive users. Existence of these holes depends 
on time and geographical location. For systematic and 
interference free communication cognitive user needs activity 
based information of licensed and unlicensed users [5]. In 
more general perspective interweaver cognitive radios are 
smart systems that detect the unused spectrum 
opportunistically, utilizing it for communication and leaving 
the spectrum when primary user is detected thus avoiding 
considerable interference [6]. 
 
For this purpose the IEEE 802.22 Standard was launched. In 
this standard it is defined that Cognitive Radio based Regional 
Area Networks (RAN) in TV White Spaces (TVWS) [7]. Base 
stations (BS) and Customer Premise Equipments (CPEs) do 
spectrum sensing both in-band (used channels) and out-of 
band (channels not used). Out-of-band sensing done when 
CPE is idle. Spectrum Sensing is Quiet period and two phase 
sensing [8]. Fast sensing is some quiet time allocated in a 
frame. Fine sensing with several ms in occupied channels to 
look for transmitter info is Quiet period of multiple frames. 
Dynamic Frequency Hopping (DFH) Sensing is completed in 
parallel (Optional) [9].Spectrum manager and MAC 
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communicate using interface B1. Management can configure 
spectrum manager and set policies using interface B2 Security 
layer authenticates senders of beacons to each other. Frame 
Control Header (FCH) is Maps’ lengths, modulation and 
coding, usable subcarriers first downstream burst contains 
information about the frame. Downlink Map is burst lengths 
for this frame [10]. Upstream Map is Burst lengths for 
transmission from each CPE for next frame. Maps can be 
compressed Downstream Channel Descriptor (DCD) is PHY 
characteristics of downstream bursts (modulation, coding) 
Upstream Channel Descriptor (UCD) 0[11]. 
There are various tools available for the implementation of 
cognitive radios that are needed for the evaluation of the 
performance for the effective utilization of IEEE 802.22 for 
example NS2, Omnet++, Ansys, NETSIM etc [12]. Among all 
of them NETSIM is the best tool for the implementation of 
scenarios. It is very user friendly software as only drag and 
drop approach is followed. Some of the work is reported in 
previous years in this context. Beyond a simple review of 
scenarios by considering the viewpoints of several key players 
in wireless communication research and applications: 
regulators, standardization bodies, researchers from the 
engineering and economic/business communities, industrial 
partners and companies are investigated [13]. In that 
framework, two key issues related to scenario definition are 
addressed:  An analysis of players that determine the evolution 
of scenarios, including both technical and economic/business 
aspects, Study of approaches for classification of CR 
deployment scenarios, with the aim of identifying a set of 
elements that allow creating taxonomy capable of fitting 
existing and new scenarios relevant to CR and SDR[12].  
Now that all work are proposed theoretically so it is required 
to implement all the work practically using a simulation tool. 
Now we are implementing these scenarios using NETSIM. 
These Scenarios are on the basis of Scalability, no. of 
incumbents, distance, density i.e. no. of CPEs. 
 
II. BACKGROUND 
 
In order to understand the simulation work carried out for the 
cognitive radio networks based on IEEE 802.22 standards, the 
brief description of the perquisites has been enumerated 
below: 
IEEE 802.22 Standard :-  
IEEE 802.22, is a standard for wireless regional area network 
(WRAN) using white spaces in the television (TV) frequency 
spectrum. The development of the IEEE 802.22 WRAN 
standard is focused at using cognitive radio (CR) technology 
to allow sharing of geographically unused spectrum allocated 
to the television broadcast service, on a non-interfering basis, 
to bring broadband access to hard-to-reach, low population 
density areas, typical of rural environments, and is therefore 
timely and has the potential for a wide applicability 
worldwide. It is the first worldwide effort to explain a 
standardized air interface based on CR techniques for the 
opportunistic use of TV bands on a non-interfering basis [14]. 
IEEE 802.22 WRANs are designed to operate in the TV 
broadcast bands while assuring that no harmful interference is 
caused to the incumbent operation: digital TV and analog TV 
broadcasting, and low power licensed devices such as wireless 
microphones. The standard was expected to be finalized in Q1 
2010, but was finally published in July 2011[15].  

The concept of Spectrum Availability involves Spectrum 
Sensing used to ensure spectrum availability for primary users. 
Various types of signal specific and feature based sensing 
algorithms have been adjoined into the standard. The Standard 
recommends sensing algorithms to determine the signal type 
(Signal Classification). In Collaborative Sensing the group in 
general thinks that collaborative sensing will be useful. FCC 
R&O requires ‘OR’ rule based collaborative sensing.  In its 
Correlation with Geo-location information it is stated that it is 
closely tied to collaborative sensing. It tries to cross check the 
spectral footprint of the detected signal based on location of 
the sensor. In Its Spectrum Access Authorization the BS is 
capable of de-authorizing a subscriber at any time. Sensing 
and incumbent database service used for spectrum access 
authorization[14]. The Spectrum Manager (SM) is capable of 
prohibiting a subscriber from registering if it does not have 
adequate sensing capabilities. 
 
Application Traffic Types: 
 Voice  
Codec is the component of any voice system that translates 
between analog speech and the bits used to transmit them. 
Every codec transmits a burst of data in a packet that can be 
reconstructed into voice. Five different standards of voice 
codec’s are given which can be selected depending on the 
variations required [16].  
Codec types:  
 
G.711 
G.711 is an ITU-T standard for audio companding. It is 
primarily used in telephony. The standard was released for 
usage in 1972. Its formal name is Pulse code modulation 
(PCM) of voice frequencies. it is mandatory standard in many 
technologies, for example in H.320 and H.323 specifications.. 
G.711, also known as Pulse Code Modulation (PCM), is a very 
commonly used waveform codec [17]. G.711 is 
a narrowband audio codec that provides toll-quality audio at 
64 kbit/s. it samples them at the rate of 8,000 samples per 
second and ravine audio signals in the range of 300–3400 Hz, 
with the tolerance on that rate of 50 parts per million (ppm). 
Sampling frequency is 8 kHz. 64 kbit/s bitrate (8 kHz 
sampling frequency × 8 bits per sample).G.711 is 
a waveform speech coder. 

 
G.723 
it is an ITU-T standard voice codec utilizing extensions 
of G.721 giving voice quality covering 300 Hz to 3400 Hz 
using Adaptive Differential Pulse Code Modulation (ADPCM) 
to 24 and 40 kbit/s for digital circuit multiplication 
equipment (DCME) applications [18]. The standard G.723 
is obsolete and has been superseded by G.726. 
 
G.729 
G.729 is an audio data compression algorithm that compresses 
digital voice in packets of 10 milliseconds duration. It is 
officially described as Coding of speech at 8 kbit/s  
using code-excited linear prediction speech coding (CS-
ACELP). Standard G.729 operates at a bit rate of 8 kbit/s, but 
extensions gives rates of 6.4 kbit/s (Annex D, F, H, I, C+) and 
11.8 kbit/s (Annex E, G, H, I, C+) for good and bad speech 
quality, consequently. Sampling frequency is 8 kHz/16-bit (80 
samples for 10 ms frames).Fixed bit rate (8 kbit/s 10 ms 
frames).Fixed frame size (10 bytes for 10 ms frame) [19]. 
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GSM-FR 
GSM-FR and FR stands for Full Rate (FR or GSM-
FR or GSM 06.10 or sometimes simply GSM) was the first 
and foremost digital speech coding standard used in 
the GSM digital mobile phone system. Codec’s bit rate is 
1.625 bits/audio sample (often padded out to 33 bytes/20 ms or 
13.2 kbit/s) or 13 kbit/s. The quality of the coded speech is 
quite bad in terms of modern standards, but at the time of 
development, it was a good compromise between 
computational complexity and quality, needs only on the order 
of a million additions and multiplications per second. The 
codec is still widely used in networks around the world [20].  
 
GSM-EFR 
Enhanced Full Rate or EFR or GSM-EFR or GSM 06.60 is 
a speech coding standard that was developed in order to 
enhance the poor quality of GSM-Full Rate (FR) codec. 
Working at 12.2 kbit/s the EFR provides good quality in any 
noise free and background noise conditions. The EFR 12.2 
kbit/s speech coding standard is compatible with the 
topmost AMR mode (both are ACELP) [21]. As the EFR helps 
to refine call quality, this codec has higher computational 
complexity, which in a mobile device can potentially result in 
an increase in energy consumption as high as 5% compared to 
'old' FR codec.  
In Packet Size Distribution the options available for 
distribution are constant and Exponential. Packet Size (Bytes) 
sets the size of the packets being generated by the chosen 
distribution. By default 1460 bytes is entered. Inter Arrival 
Time  indicates the time gap between packets. In Distribution 
options available for distribution are Constant or Exponential 
[22]. 
Inter Arrival Time enter the average inter-arrival time between 
packets. A lower inter-arrival time would lead to a higher 
creation rate and the vice versa. By default 20000 Micro Sec is 
entered.  
 
Video is an electronic medium for the recording, copying and 
broadcasting of moving visual images.  
Model Type- 
Continuous Normal VBR is the simplest of all models. It uses 
Normal Distribution for the creation of bits per pixel. In this 
model, consecutive packet sizes are independent of each other 
[23].  
Continuous State Autoregressive Markov incorporates the 
autocorrelation between the frames. Also, current packet size 
depends on the previous packet size via the first order 
autoregressive Markov process [24]. In Quantized State 
Continuous Time Markov the bit rate is quantized into finite 
discreet levels. This model takes uniform quantization step as 
A bits/pixel. There are M + 1 possible levels (0, A, ….., 
MA).Transitions between levels are assumed to occur with 
exponential rates that may depend on the current level [25]. 
This model is approximating the bit rate by a continuous time 
process λ(t) with discreet jumps at random Poisson time.  
In Simple IPB Composite Model, the frames are organized as 
IBBPBBPBBPBBIBBPBB… i.e., 12 frames in a Group of 
Pictures(GOP).Generate X0 from a Gaussian distribution N(0, 
y 0).Set initial value N0= 0, D0 = 1. H is called the Hurst 
parameter k-β is used as the ACF of a self-similar process. We 
get the value of H parameter for a self-similar process using 
the relationship [26]. NetSim provides distinct quantitative 

metrics at various abstraction levels such as Network Metrics, 
Link Metrics, TCP Metrics, Application Metrics, etc at the end 
of simulation. With the help of metrics, users can analyze the 
behavior of the modeled network and can compare the impact 
of different algorithms on end-to-end behavior[27]. 
 
Performance parameters:  
In Order to quantify the performance of the CRNs The 
Important parameters used in this work are mentioned below: 
 
 In Network metrics users can view the values of the metrics 
obtained based on the overall network. Link Metrics displays 
the values of the metrics pertaining to each link. Error Packets 
are total number of packets error in the link inclusive of data 
and control packets [28]. Payload Transmitted is the total 
payload transmitted in the link. Throughput is the total user 
data (or) payload delivered to their respective destination 
every second.  

 
 
Delay is the average amount of time taken calculated for all 
the packets to reach the destination from the source.  
 
Common properties for all the traffic types : 
 
Application ID represents the unique identification number of 
the application.  
Start time represents the start time of the application in 
seconds.  
End time represent the end time of the application in seconds. 
Suppose Start time is 1 and end time is 10 then application 
starts generating traffic at 1st second and ends at 10th second.  
Source ID represents the unique identification number of the 
source.  
Destination ID represents the unique identification numbers of 
the destination. 
 
III . SIMULATION METHODOLOGY AND  
ENVOIRMENT 
 
To find out the behavioral characteristics of the cognitive radio 
networks using voice and video traffic types the simulations 
have been done. The methodology of the simulator used has 
been described in this section. We have to create new 
experiment by selecting the technology as cognitive radio 
technology after that the work window will open in which we 
will create a scenario by using various network devices such 
as CPEs, routers, Incumbents etc. Then to trace all the packets 
in the transmission we need to enable packet tracer that is wire 
shark in the source node. We have to switch it on by applying 
its status as online. After setting these properties we need to 
select the performance metrics upon which we have to 
evaluate the results. After that application traffic type should 
be defined for each and every node. After completing all these 
steps we need to set the simulation time and run the simulation 
to get the required results. After the simulation is completed 
we get the metrics file for every application in which we will 
get all the required readings and results. 
Now the flow chart is given below :  

https://en.wikipedia.org/wiki/Speech_coding�
https://en.wikipedia.org/wiki/GSM�
https://en.wikipedia.org/wiki/Speech_encoding�
https://en.wikipedia.org/wiki/GSM�
https://en.wikipedia.org/wiki/Full_Rate�
https://en.wikipedia.org/wiki/Adaptive_Multi-Rate�
https://en.wikipedia.org/wiki/Algebraic_Code_Excited_Linear_Prediction�


Nikita Bhagat et al, International Journal of Advanced Research in Computer Science, 8 (7), July-August 2017,83-90 

 
© 2015-19, IJARCS All Rights Reserved                    86 

 
Chart I: Showing the Step by Step procedure of simulation. 
 
IV ENVIORMENT 
 
To perform the Simulation we not only need to set the scenario 
but also need to set the parameters according to which the 
results are calculated and these parameters are: 
Table I: Showing the Parameters of wired node in the network. 

 
 

Table II: Showing the properties of router in the scenario. 

 
 
Table III: Showing the properties of Base Station in the 
scenario. 
 

 
 
Table IV: Showing the properties of the incumbent in the 
scenario. 
 

 
 
Table V: Showing the properties of a CPE in the scenario. 
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Table VI: Showing Application Properties including various 
codec and various model types. 
 

 
 
 
The Scenario on which we are working is : 
 

 
Fig I Showing scenario with 20 nodes using CRNs. 
 

 
FIG II: Showing the scenario with 50 nodes to increase the 
load on the base station. 
 
V SIMULATION RESULTS AND DISCUSSIONS 
 
As per the scenario and the parameters set in previous section 
the result table is obtained as follows: 
 

Table I: Showing throughput of various codec in voice 
application 

 

 
. 
 

In the above table we can see that the scenario we have chosen 
is giving us the readings for maximum and minimum 
throughput and form all the reading that we got from each 
node in the scenario we have calculated the average 
throughput of whole scenario. 
 
Table II : Showing Delay and PE:PT in various codecs in 
CNR. 
 

 
 
 
In the above table we can see that the readings we are getting 
from the scenario in the form of maximum, minimum and 
average delay and we can see that how it is increasing with the 
distance and the density From the above table we can also see 
that the payload transmitted  and the respective packet error in 
the particular scenario and how it is varying with density and 
distance. 
 
Table III: showing maximum, minimum and average 
throughput of various video model types of various scenario. 
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Table IV: Showing the maximum, minimum and average 
delay 
In various model type in the scenario. 
 

 
 
Table V: Showing the payload Transmitted, Packet error and 
the ratio between them. 
 

 
 
 
Graphs: 
In this section we have drawn various graphs for the data 
representation as well as the data interpretation. The graphs 
are drawn as follows: 
Graphs for the video application: 

 
Graph I: Showing the comparison of average throughput in 
various model types of video application. 

 
Graph II: Showing the comparison of throughput of various 
codec. 
In the first graph we can see the comparison of throughput in 
different model types in video application. In this application 
we got four model types that are continuous normal VBR, 
Cont. State Autorefressive Markov, Quantized state cont. 

Time markov, Simple ipb composite model and among all of 
them we can see that Simple ipb composite model is giving us 
the best results in terms of throughput as compared to other 
models in that application. In the second graph we can see the 
comparison of throughput in different codecs in voice 
application. In this application we got five codecs G.711, 
G.723, G.729, GSM-FR,GSM-EFR and among all of them we 
can see that G.711is giving us the best results in terms of 
throughput as compared to other codec in that application. 
 

 
Graph II: Showing the comparison of average Delay in various 
types of codec in voice application. 

 
Graph III: Showing the Comparison of delay in various model 
types of video application. 
 
In the first graph we can see the comparison of delays in 
different model types in video application. In this application 
we got four model types that are continuous normal VBR, 
Cont. State Autorefressive Markov, Quantized state cont. 
Time markov, Simple ipb composite model and among all of 
them we can see that Simple ipb composite model is giving us 
the best results in terms of delay as compared to other models 
in that application. In the second graph we can see the 
comparison of delay in different codecs in voice application. 
In this application we got five codecs G.711, G.723, G.729, 
GSM-FR,GSM-EFR and among all of them we can see that 
G.711is giving us the best results in terms of delay as 
compared to other codecs in that application. 
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Graph III: Showing the comparison of the ratio of Payload 
transmitted to the packet error in various model types of video 
application. 

 
Graph III: Showing the comparison of the ratio of Payload 
transmitted to the packet error in various codecs in voice 
application. 
 
In the first graph we can see the comparison of PE:PT in 
different model types in video application. In this application 
we got four model types that are continuous normal VBR, 
Cont. State Autorefressive Markov, Quantized state cont. 
Time markov, Simple ipb composite model and among all of 
them we can see that Simple ipb composite model is giving us 
the best results in terms of PE:PT as compared to other models 
in that application. In the second graph we can see the 
comparison of PE:PT in different codecs in voice application. 
In this application we got five codecs G.711, G.723, G.729, 
GSM-FR,GSM-EFR and among all of them we can see that 
G.711is giving us the best results in terms of PE:PT as 
compared to other codecs in that application. Packet error is 
maximum in qtm model type as compared to payload 
transmitted. 
 
From all of the above results we can conclude that the among 
all the model types and codecs in video and voice application 
the  best model type is Simple ipb composite model and best 
codec is G.711. in terms in throughput, delay and PE:PT  
parameters. For efficient performance of  scenario these model 
type and codec should be used. 
 
VI. CONCLUSION 

 
The ever-increasing pace of technology advancement and the 
related increases in the demands for the various applications 
the technology has enabled have rendered this “studied 
opinion”–based allocation scheme virtually impossible to 
manage in the developed countries of the world [29]. 

Cognitive radio, which is one of the efforts to utilize the 
obtainable spectrum more efficiently through opportunistic 
spectrum usage, has become a stimulating and promising 
concept. One of the essential elements of cognitive radio is 
sensing the obtainable spectrum opportunities. In this paper we 
took scenario various traffic types such as video and voice and 
checked that how the overall throughput and delay is varying 
with respect to codec and model type. From all of the above 
results we can conclude that the among all the model types and 
codec in video and voice application the  best model type is 
Simple ipb composite model and best codec is G.711. in terms 
in throughput, delay and PE:PT  parameters. For efficient 
performance of  scenario these model type and codec should 
be used. As this technology has a huge scope in the future 
therefore the research work can help in making the maximum 
possible optimum use of it. 
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