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Abstract: Haze reduces the visibility of a scene. Haze removal is one of the challenging tasks as it depends upon the unknown depth information. 
This paper presents an efficient method to remove haze from a single image based on the aging particle swarm optimization and dark channel 
prior. In the proposed method firstly, thickness of the haze is evaluated using dark channel prior, then aging particle swarm optimization is used 
to monitor and locate the best optimized value for restoration. The adaptive histogram equalization is applied to increase the contrast of the 
degraded image. An enhanced and optimized image is obtained. Some standard parameters such as mean square error, peak signal to noise ratio 
and bit error rate are utilized to compare the existing and proposed method. This method is useful for many computer vision and image 
understanding applications. The experimental results demonstrate that the proposed approach provides higher quality results.  
 
Keywords: haze, dark channel prior, aging particle swarm optimization, airlight, adaptive histogram equalization. 
 

I. INTRODUCTION  

The quality of outdoor images is usually degraded [1], 
because the light getting absorbed or dispersed from the 
atmospheric particles in the existence of fog, haze or smoke. 
The degraded images lose contrast and color fidelity [2]. 
Hence, the visibility of the scene is reduced. Many automatic 
systems have failed to work, which highly depend to the 
input images. Therefore, enhancing the entire process of 
image dehazing will benefit several computer vision and 
image understanding applications [3] like image 
classification [4-6], aerial imagery [7], video/image retrieval 
[8-10], object detection and remote sensing [11]-[12], video 
analysis and recognition [13-15]. However, haze eliminating 
is one of the difficult tasks as it depends upon the unknown 
depth information [16].  

Earlier analysts used the traditional methods to eliminate 
the haze from a single image, i.e. dehazing techniques based 
on histogram [17]-[18]. Since, a single image could not 
provide more information. Eventually, analysts made an 
effort to enhance the dehazing results using multiple images. 
Schechner et al. [19]-[20], proposed polarization based 
methods, where several images were taken with various 
levels of polarization. Narasimhan et al. [21]-[22] proposed 
dehaze method with many images under the similar 
atmospheric conditions.  

Later, major improvement had been made by using the 
physical model. Tan [23] introduced an automatic method 
that just needed a single input image. The image contrast was 
maximized according to Markov Random Field (MRF). Even 
though Tan’s method obtained better results. However, the 
disadvantage was that it tends to generate oversaturated 
pictures. Fattal [24] proposed Independent Component 
Analysis (ICA) to remove haze from the color images. But, 
this method took more time as well as not applicable for 
grayscale images. Chavez [25] motivated from the  dark  
object subtraction method, He et al. [26] proposed an easy 
method, and a successful picture of the Dark Channel Prior 
(DCP) to eliminate the haze out of the picture and restored 
dehaze image using an atmospheric scattering model. This 
method needed the soft mating to refine transmission map, 

which took more time. However, it also could not effectively 
handle the sky images. To overpower the weak spot of the 
Dark channel prior (DCP) method, improved [27]-[28] 
algorithms were proposed Tarel et al. [27] introduced a fast 
visibility restoration of the single input image. This method 
had  high speed and ability to handle both gray and color 
images. Liu et al. [28] presented a better dark channel prior 
for sky and non-sky areas, and more natural images were 
restored. For effectiveness, Gibson et al. [29] Yu et al. [30], 
Tarel and Hautiere [27], He et al. [31],  replaced the  soft 
matting of Levin et al. [32] which took more time with a 
standard median filter, median of a median filter, guided 
image filter respectively. Bo et al. [33] proposed fast single 
image dehazing using a bilateral filter. In terms of dehazing 
quality, Nishino et al. [34] presented the new Bayesian 
probabilistic method usually estimated the modern scene 
albedo as well as level through just one hazy picture by 
completely leveraging their latent mathematical structure, but 
it tends to over enhance the contrast on some occasions. Guo 
et al. [35] proposed the parameter selection approach, for 
single image defogging based on Genetic Algorithm. But 
according to qualitative and quantitative analysis Guo et al. 
results were not much efficient. Regardless of the impressive 
progress, there are several issues with the existing 
techniques.  
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Figure 1.  An overview of proposed dehazing approach. Top-left: original 

hazy image. Top-right: dark channel prior. Bottom-left: Transmission 
filtered map. Bottom-right: picture without haze. 

This paper presents the following. Part 2, presents an 
overview of the dark channel prior which is related to our 
propose work. Part 3, explains the proposed haze removal 
techniques. Part 4, represents the Methodology flowchart. 
Part 5, presents the qualitative and quantitative experimental 
results. Finally, part 6, presents the conclusion and future 
work. 

II. BACKGROUND 

The dark channel prior and optical model of hazy images 
is closely related to our proposed work [1], [26], [36]. 

A. Optical model of hazy image 
The below formula defines the occurrence of the hazy 

images: 
 

( ) ( ) ( ) ( )( )utAutujuI −+= 1              (1)  
where I  is the original hazy picture, u  is the pixel index, j  
is an image without haze, the transmission map is t , 
indicates the portion of light which is not dispersed, and A  
is generally the atmospheric light. The initial expression 
( ) ( )utuj  is known as direct attention and the second 

expression is known as ( )( )utA −1  airtight.  

B. Dark channel prior 
The dark channel prior approach depends on the 

observation, in which a few pixels possess very low intensity 
within a minimum of one color channel. The main process of 
image dehazing is to approximate the transmission map t  
and atmospheric light A  from hazy picture. To estimate 
both the atmospheric light A  and transmission t  , He K. et 
al. initially proposed the dark channel prior method. The dark 
channel dchannelj  for a random image j is  shown as:  

 

( ) ( ) ( ) ( )







Ω

= vj
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εε
   (2)      

where cj defines the r2 (red), g2 (green), b2 (blue) color 

channel of the original picture j  and ( )uΩ is the regional 
patch origin at u. Two minimum operators are: 

( )2,2,2min gbrcε  is the minimum operator to examine the 

minimum value in the three color channels and ( )uv Ωεmin  is 
the minimum filter. 

C. Transmission Estimation 
If  j  is a dehazed picture, excluding sky regions, then 

the dark channel associated with j  is commonly approached 
to zero: 

 
0→dchannelj                                       (3)                                                            

Haze image equation (1) is normalized by A  to estimate the 
atmospheric light.  
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we suppose that the transmission map within a regional patch 
( )uΩ  is actually constant. Then, this transmission is 

represented as ( )ut2 . Hence, the dark channel can be 
computed from both sides of the equation (4). Put two 
minimum operators on both sides:  
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The dehaze image  is j ,  whose dark channel is always 
tending to zero, due to dark channel prior: 
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Since cA is being often positive, and tends to: 
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Putting (7) into (5), multiplicative terms can be removed and 
transmission 2t can be approximated as shown: 
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                        (8)

                                                                       
where z is a constant value in order to maintain a tiny amount 
of haze (0<z<1). The transmission map is directly provided 
by this equation.    

D. Restoration of Input Image 
Finally, the picture is restored using below equation: 

( )( ) A
tut

uIuj +=
0,max

)()(                                      (9)

                                

0t  denotes the threshold of transmission ( )ut  and is taken 
as 0.1. 
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Figure 2. Flow diagram of dark channel prior [1] 

III. PROPOSED TECHNIQUES 
The proposed method is Aging Particle Swarm 

optimization using dark channel prior and adaptive histogram 
equalization is applied to enhance the picture contrast. The 
flow diagram of the proposed method is shown in Fig. 5. The 
detail of each process is explained in the below sub-sections.  

A. Adaptive histogram equalization 
The Adaptive histogram equalization (AHE) process is an 

advancement in the existing histogram equalization 
technique. The AHE has been often used to get better 
contrast images. It improves the inequality associated with 
pictures through modifying the values within the intensity 
image. In comparison to histogram equalization, it is 
implemented on very small data regions (tiles) instead of the 
whole image [37], [38]. 

B. Proposed algorithm 
The Aging particle swarm optimization is a population 

dependent search method, influenced by the social 
interaction of the bird flocks. The age (Ɵ) and the lifespan 
(Φ) of the gbest particle are adaptively altered with respect to 
its leading power. Whenever the lifespan of the gbest is 
exhausted, then it is exchanged by newly developed particles. 
[39], [40], [41]. 

The operation of Aging Particle Swarm Optimization is 
shown as: 

 
• Initialization: Initialize all the particles developed in 

the search space, velocities initialized to 0. The best 
particle in the search space is selected as the gbest. 
The lifespan and the age of the gbest particle is set in 
order Φ=Φ0

• Updating Velocity: Every particle velocity is updated 
according to the given equation: 

 and Ɵ=0 respectively. 

( ) ( )jjjjjj pgbestrcppbestrcwv −∗∗+−∗∗+= − 222211111   (10)  
 
where vj and pj are current velocity and position of 
particles and vj-1 is previous velocity of the  jth 
particle. The pbestj and gbestj

11r

  are the position of a j 
particle having best value found so far, within the 

entire population; the convergence behavior of the 
aging PSO is controlled by w; and 22r  are 

arbitrary parameters vary from [0, 1]; 11c and 22c  
manage how long a particle proceeds in a single 
iteration. 

• Position Updating: The position of the entire particles 
updated with  the successive iteration in the unit time 
interval is as: 

jjj vpp += −1        (11) 
 

• Updating pbest and gbest: When the position of the 
newly generated particle pj is better than the pbestj, 
then it becomes the new pbestj. If  in this iteration the 
best position is generated, then the gbestj can be 
updated to the newly best position. Here the gbestj

( ) ( )jjjj pbestpifppbest >=

 
represents the best solution.  

 ( ) ( )jjjj gbestgifggbest >=
 

• Lifespan control: Immediately after updating the 
position of all particles, the leading power of the gbest 
increase the performance of the entire swarm. The 
lifespan (Φ) is modified through a lifespan controller 
and the age (Ɵ) is increased by 1. When Ɵ> Φ i.e. 
lifespan is exhausted, then move to step 6. Otherwise, 
move to step 8. 

• Creating a challenger: To challenge the gbest, a new 
particle is created by the challenger. 

• Evaluate the challenger: If a newly created challenger 
possesses more leading power, then it becomes the 
new gbest by replacing the old gbest. The lifespan 
and the age of the new gbest are initialized to Φ= Φ0 

• Termination Checking: When the number of 
iterations (FE) is greater than the maximum 
predefined iteration  (maxi-evaluation), then the 
algorithm terminates. Otherwise the new iteration 
starts from step 2. 

and Ɵ=0 respectively. 

 
The proposed aging particle swarm optimization 
algorithm mainly performs three tasks.  
 

• Firstly the lifespan of the gbest  is adjusted by the 
lifespan controller based on  its leading power.  

• Secondly, a new particle is created to challenge the 
old gbest particle. 

•  Finally a qualifying criterion is used to determine 
whether the created particle is accepted as a new 
gbest 

• Lifespan controller: The main function of lifespan 
controller is  to control the leading power of the  
gbest. If the gbest has best leading power, then the 
controller increases its lifespan, otherwise, reduces its 
lifespan. 
 

 
 
 
 
 
 

Input Hazy image I(u) 

Calculate dark channel 

Atmospheric light (A) is 
estimated 

Estimating the transmission 
map  

Restore dehazy picture j(u) 
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Figure 3. Flow diagram of proposed aging  particle swarm optimization algorithm [40] 

 

IV. PROPOSED METHODOLOGY 

Fig. 5 shows the methodology of the proposed method. 
The haze is not removed by existing methods efficiently. 
Therefore, we propose the new techniques which consist of 
the dark channel prior, adaptive histogram equalization and 
aging PSO. The working of the proposed method is defined 
as: 

• Firstly, hazy image is passed to the system shown in 
fig. 4. 

 
 
 
 

 

 
 

Figure 4. Original hazy image. 

 

Velocity and position are initialized 

Update pbest and gbest 

Ɵ = 0 
     Ф = Ф 0  

 

All the particle velocity and position 
are updated based on (10) and (11) 

Lifespan adjust Ф 
Ɵ= Ɵ +1 

   End 

Ɵ> Ф 

No 

Start 

FE<maxi_ev
alation 

Best solution has been found by 
the algorithm 
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Create a new 
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Accept  the 
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Yes No 
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as a new gbest 

The Swarm status  is 
rolled back 
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No 
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Figure  5. Flow diagram  of proposed haze removal methodology. 
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• The thickness of haze is computed by applying dark 

channel prior to the hazy image. 

 

Figure 6. Dark channel prior of hazy image 

• Initialize the haze restoration factor randomly based 
on aging. 

• The position and velocity of every particle are 
evaluated and compare with the best particle. 

• If the position of the newly generated particle is better 
than,  pbestj then it becomes new gbestj

• The dehaze  image is restored using restored equation  
(9). 

. 

• Finally, the adaptive histogram equalization is applied 
to increase the contrast of the images. 
 

 
 

Figure 7. Haze free image. 

• The quality parameters are returned. 
• If the lifespan of the gbest particle is exhausted, then 

the challenger creates a new particle, which is  being 
accepted as a new gbest, and step from 6 to 8 are 
repeated. 

• If the number of iterations is low, than the chosen, 
then steps from 4 to 8 are repeated. 

V. EXPERIMENTAL RESULTS 

The proposed algorithm is designed and executed in the 
MATLAB R2013a environment utilizing an image 
processing toolbox on a i5-2.50GHz PC with 8 GB RAM. To 
show the effectiveness of the proposed method, it has been 
tested on many benchmark images as well as qualitatively 
compare with He et al.’s [26], Nishino et al. [34], and Guo et 
al. [35] method  

The dataset is collected from:      
http://www.cs.huji.ac.il/~raananf/projects/dehaze_cl/results/. 
http://perso.lcpc.fr/tarel.jean-philippe/. 
Many (3000) road hazy images are collected from FRIDA     
dataset. 

A. Qualitative comparison of hazy images 
Good results are given by all the dehazing algorithms, but 

it is very complicated to rate them visually. In order to 
compare them various benchmark images are taken, which 
consist of large gray and white region, because some existing 
methods are unable to detect white regions.  

Fig. 8 indicates the qualitative evaluation along with the 
existing three state-of-the-art dehazing methods [26], [34], 
[35] on benchmark hazy images. Fig. 8 (a) shows original 
hazy pictures  Fig. 8 (b-d) depicts  final results of He et al. 
[26], Nishino et al. [34], and Guo et al. [35], respectively. 
The proposed algorithm results are given in Fig. 8 (e). 
Almost all the haze is eliminated from Nishano’s final 
results, and also objects are well restored. But it suffers from 
over enhancement. It has been shown in Fig. 8 (c) the 
restored pictures are suffering from distortion and over 
saturation; particularly in the fifth picture of the swan (shade 
of the swan is usually modified to dark). On the other hand, 
the final results of He et al. is looking good (shows Fig. 8 
(b)). There are no halo artifacts and the thick haze within the 
distance is well eliminated. But in the white object regions 
color distortion still appeared. This algorithm cannot handle 
the sky regions (shown in Fig. 8 (b) sixth image of the 
mountain) and also tends to overestimate the particular 
transmission.  

Results of Guo et al. Fig. 8 (d) are visually good but 
cannot effectively remove the haze. Guo tries to improve the 
performance of He et al. and Tarel et al. [27] by selecting the 
different parameters. In comparison to the three existing 
algorithms, proposed algorithm final results are totally free of 
oversaturation. As shown in Fig. 8 (e), the cloud as well as 
the sky in the pictures is evident and the mountains are 
improved moderately. 
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              (a)                     (b)                    (c)                     (d)              (e) 

Figure 8. Shows qualitative comparison of various techniques on benchmark hazy images (a) The hazy images. (b) He et al.’s results [26] (c) Nishino et al.’s results 
[34]. (d) Guo et al.’s results [35]. (e) Proposed result 
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B. Quantitative comparison of hazy images 
Fig. 9 shows a quantitative comparison of the existing Guo  

et al. [35] and proposed algorithm. Fig. 9 (a) presents the hazy 
picture. Fig. 9 (b) shows the Guo et al. results [35] and Fig. 9 
(c) indicates the final results of the proposed algorithm. To 
further prove the overall performance of the aging particle 
swarm optimization and its advantage over the existing 
approach, the quantitative evaluation is also conducted on hazy 
images depicts in Fig. 9. 

 

     
 
              (a)                                         (b)                   (c) 

Figure 9.  Shows quantitative comparison of various images. (a) hazy picture to 
be dehazed (b) Guo et al [35] approach (c) proposed approachThe proposed 

method is examined based on some parameters, i.e. Peak Signal to Noise Ratio 
(PSNR), Mean Square Error (MSE) and Bit Error Rate (BER). The final results 

demonstrate that the proposed approach is superior to existing one. 

 

• Mean Square Error: For better result mean square error 
must be reduced. The mean square error provides the 
cumulative error for the original hazy image and output 
image. The less MSE, results in a minimum error. The 
mean square error is measured as [42]: 

( ) ( )( )2,,, nmNnmMnmMSE opin −Σ=       (12)                                                            
where, m and n are  the number  of rows and columns of 
the input picture respectively. Min is the input image 
and Nop
 

  is the output image. 

• Peak signal to noise ratio: The peak signal to noise 
ratio provides the quality measurement of the original 
input image and restored enhance image. The greater 
value of PSNR shows a better quality image. The 
PSNR can be computed using the below equation. [42]: 







=

MSE
RPSNR 10log10                       (13)  

where R is maximum fluctuation in the original input 
image. 
 

• Bit error rate: The bit error rate must be minimized for 
better result. The less value of BER shows a better 
quality image. It is defined as  [42]:  

sendbitsofNumber
errorsofNumberBER =          (14) 

It can be measured as: 

PSNR
BER 1

=                                                     (15) 

  

Table I.  Evaluation of Mean Square Error 

Image name Image 
resolution 

Existing method 
[35] 

Proposed 
method 

canon 600×525 0.6093 0.0186 

hut 600×450 0.1858 0.0063 

mount 512×384 0.1434 0.0161 

snow 876×584 0.0936 0.0507 

road 640 ×480 0.2642 0.0506 

sea 1600×928 0.4070 0.0429 

 

Table II.  Evaluation of Peak signal to noise ratio 

Image name Image 
resolution 

Existing method 
[35] 

Proposed 
method 

canon 600×525 50.2821 65.4433 

Hut 600×450 55.4403 70.1090 

mount 512×384 56.5656 66.0551 

Snow 876×584 58.4180 61.0821 

Road 640 ×480 53.9115 61.0923 

sea 1600×928 52.0349 61.8101 

 

Table III.  Evaluation of Bit Error Rate 
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Image 
name 

Image 
resolution 

Existing method 
[35] 

Proposed method 

canon 600×525 0.0199 0.0153 

Hut 600×450 0.0180 0.0143 

mount 512×384 0.0177 0.0151 

snow 876×584 0.0171 0.0164 

road 640 ×480 0.0185 0.0164 

sea 1600×928 0.0192 0.0162 

 
Table 1, Table 2 and Table 3 compares the MSE, PSNR and 

BER of Existing [35] and proposed method. The proposed 
method shows better quantitative results.  

 
 

 
Figure 10. Mean Square error of existing and proposed method. 

 

 
Figure 11. Peak signal to noise ratio of existing and proposed method. 

 

 

Figure 12. Bit error rate of existing and proposed method. 

Fig. 10, Fig. 11 and Fig. 12 indicates a comparative 
evaluation with the MSE (mean square error) PSNR and BER 
associated with an existing approach (blue color) and 
Proposed Approach (red color) of various images. The Graph 
shows decrease in MSE, BER and increase in PSNR value for 
every image utilizing the proposed method. This presents a 
vast improvement within image quality. 

VI. CONCLUSION 
A new, single image dehazing technique is presented that 

maximize the visibility of the hazy image. The proposed 
methodology integrates dark channel prior and aging particle 
swarm optimization. The proposed algorithm tries to find the 
best solution in the entire search space. The contrast of the hazy 
images is enhanced using Adaptive histogram equalization. The 
Aging PSO removes the limitations of the existing methods. 
The proposed method is tested on various benchmark hazy 
images. The experimental results demonstrate that the proposed 
approach provides higher quality dehaze images. The 
quantitative measurements like PSNR, MSE and also BER 
verifying the efficiency of the proposed method over the 
existing Genetic algorithm. The new method is applicable in 
many computer vision and image understanding applications. 
We would like to extend our work to remote sensing hazy 
images. 
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