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Abstract— In traditional network devices, tight coupling of data plane with the control plane so large amount of traffic on the web is not 
correctly handled by the Traditional network devices. The emerging strategy that decoupled the data plane from control plane is called Software 
Defined Networking (SDN).  Control plane of these devices act like a brain or master. It is also called Software Defined networking controller or 
Openflow controller. Data plane is called slave that behave according to the instructions given by the master or control plane.  To convert a data 
plane into powerful network devices we have to create Firewall, Load balancer, Intrusion Detection system applications and then run that 
applications at management plane that is on top of control plane. In such a manner we can convert data plane into powerful network devices 
according to the application. The application that we have created on the top of control plane is load balancer application that convert the dumb 
data plane into load balancer. Load balancer architecture consists of number of servers and clients  which distributed the client traffic among 
number of servers based on particular strategy. There are number of strategies are available such as Round Robin, random policy. Each load 
balancing policy has some advantages and disadvantages. We created “least delay dynamic weighted round robin (LDDWRR)” strategy in this 
paper and run on the top of SDN controller. Then we evaluate the result of our load balancing strategy by comparing with the round robin 
strategy. Mininet is used for the experiment and controller that is used as control plane is called POX controller. 

Keywords— OpenFlow, Load Balancer, POX, Mininet, Software Defined Networking. 

I. INTRODUCTION  
Internet is overloaded with large amount of traffic in these 

days. The web sites and other online services have to manage 
large volume of traffic per day. The administrators of web sites 
have to handle large number of problems because the capacity 
of web server is not sufficient.  To handle the large number of 
requests, we can use large number of servers instead of one. 
Then all these multiple servers act as a single server 
collectively. Online Services should be copied into all servers. 
Incoming requests from the multiple clients are distributed 
among the servers by Load Balancer. Load balancer in 
traditional network are basically use dedicated or specific 
hardware so these type of load balancers are very costly. 
Second disadvantage of such devices are that these are non 
programmable means vender specific. Vendor write the code 
and there is a long delay to introduce new features. But in SDN 
you can write a one load balancer application or program in 
programming language and then run that application on 
controller or control plane. By using this, we are able to change 
a dumb openflow switch into high powered load balancer [1]. 
The language in which we write the program depend upon the 
controller. If we use POX or Ryu controller  then write a code 
in python language. If we use opendaylight controller then 
write a code  in java language. 

Load balancer basically act between client and multiple 
server. In transparent manner, load balancer distribute the 
clients load among number of servers.  Client does not directly 
interact with the server [2]. This is the responsibility of load 
balancer that according to the program forwards the client 
requests to the server.  In backword process first web server 
send the reply to the load balancer and then load balancer 
forward  that reply to client. 

In this paper, we implement Least Delay Dynamic 
Weighted Round-Robin Load Balancing. POX Controller is 

used in this implementation. The main objectives that we fulfill  
in this paper are as follow: 

• First created Least Delay Dynamic Weighted Round 
Robin Load Balancing algorithm (LDDWRR). 

• Mininet emulation tool is used for test the.LDDWRR 
algorithm 

• At last we Compared LDDWRR algorithm with 
previous implemented Round-Robin load balancing 
algorithm. 

• To generate a load siege load balancing tool is used. 
 

The outline of paper consist of many sections are as follow:  
section II explaining what is software defined networking, 
section III described about related work, section IV described 
experiment setup, section V contains Evaluation of experiment 
and conclusion of paper and future work that we can do 
described in section VI. 

II. SOFTWARE DEFINED NETWORKING     
 
Traditional network devices are non programmable so any 
type of modification and configuration in such devices are 
very difficult task and vender specific as shown in Fig. 1. 
Traditional network devices are hardware devices. If we want 
any type of modification, only vendor can do this task. So user 
cannot modify the device as per requirements. The time and 
cost for creating a small network is very high due to data plane 
and control plane tightly coupled. The limitations of traditional 
network is removed by Software defined network by separate 
the data plane and control plane.  Due to separation of both 
planes allows us easier development of new applications such 
as firewall, load balancer. Using these applications we can 
convert data plane into powerful devices [3]. SDN introduces 
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the innovation in network. Now user can change the network 
according to the requirements.  

There are number of advantages of SDN network over 
traditional network such as flexibility, innovation, dynamic, 
cheaper, scalability. In SDN, control plane is to be 
programmable.  

Openflow [4] is a protocol that is used in SDN network. It 
is used for the purpose of communication between data and 
control plane. ForCES (forwarding and control element 
separation) [5] is another protocol that we can use but openflow 
is a standard protocol. In SDN architecture there are 3 
components such as data plane, control plane, SDN 
applications as shown in Fig. 2. The Data Plane is simply dumb 
devices that have no functionality. In SDN terminology these 
devices are called Openflow switches. Openflow switches can 
be physical or virtual switches. Second component is control 
plane that is called SDN controller. There are various 
controllers such as NOX [6], POX [7], RYU [8], Opendaylight 
[9] are available. It is called master of data plane.  Third 
component is SDN applications that are written in language. 
According to these applications control plane insert the rules 
into openflow switches. 

 
Fig. 2 SDN Architecture 

The place where the control plane insert the rule is called 
flow table of openflow switch. There are number of flow rules 
are present in flow table. The flow rule described how the 
particular packet to be handle. Each flow rule consist of 
matching field and action parameter. When packet come into 
the switch, packet is matched with the matching field of flow 
rule and then action is to be performed. If match is not find, 
then action will depend upon the table miss entry of flow table. 
Because to handle table miss, table miss entry is present in the 
flow table. Drop the packet, send the packet to controller are 
the table miss entry actions. Set of messages are exchanged 
between controller and switch via a secure channel.  

There are two approaches are available that are used by 
controllers to instruct to openflow switch how to handle a 
packet. In first method, switch has no knowledge what to do 
with the packet when packet come into switch. It send the 
packet to controller. Then according to application controller 
insert the flow rules into flow table [10]. Then switch 
Performed the action  according to rules. This is called 
Reactive approach. In proactive method, switch performed the 
action on incoming packet according to proactively installed 
rules into flow  table of switch. 

III. RELATED WORK 
In today network, single server is unable to handle all 

client requests because amount of traffic is huge. Load 
balancer is used to solve these problems. The main 
functionality of load balancer is to distribute the client load 
among number of servers. Traditional load balancer are used 
for this purpose. But main problems with these load balancers 
are non-programmable, expensive hardware. Now days SDN 
based load balancer are used. We can convert openflow dumb 
device into strong load balancer by writing SDN application ( 
such as load balancer).   

 Kaur et al. [11] implemented load balancing strategy that 
distribute the traffic in round robin fashion. Server load, link 
delay are the parameters that does not take into account by this 
strategy as shown in Fig. 3. But these parameters are necessary 
in reality because link load and speed are vary from one server 
to the other. Because it could never happen that each link have 
same capacity and speed.  

 
Fig. 3 Round Robin Strategy 

 
Fig. 4 LDDWRR Topology 

 

 
 

Fig. 1 Traditional v/s Software Defined Networking 
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Richard et al. [12] implemented algorithm that divides the 
total traffic of clients among servers according to the weight of 
server. Large overhead is the main limitation of this paper. 
Marc et al. [13] discusses about strategy in which large 
number load balancers are used to manage the load of different 
servers. For example one load balancer is used to handle or 
balance the load of one server such as email server, other 
handle the load of other server such as web server. Link delay 
parameter is .not consider by this algorithm. 

Our load balancing strategy solved these limitations. In this 
paper we implemented Least Delay Dynamic Weighted Round 
Robin Load balancing strategy. We consider all the parameters 
such as link delay, link speed. According to different speed we 
assigned different delay to each link. The server with the 
highest speed link mean least delay handle more number of 
requests. 

 
 

Fig. 5 Response time in LDDWRR and Round Robin Strategy 

IV. EXPERIMENT SETUP 
 Mininet tool [14] is used to create a network topology to 

test  LDDWRR algorithm that is Least Delay Dynamic 
Weighted Round Robin Load Balancing algorithms or 
application. There are 3 servers, 1 client, POX controller, 
openflow switch in the topology. The host h4 having IP 
address 10.0.0.4 act as a client.  The host h1, h2, h3 having IP 
addresses 10.0.0.1, 10.0.0.2, 10.0.0.3 act as a web servers.  On 
host h4 we installed “siege” load testing tool. On hosts h1, h2, 
h3 we implemented web servers.  There are links between 
servers and Openflow switch and we assigned 20,10,40 ms 
delay on each link. After that we assigned the dynamic weight 
according to the delay. The server with the least delay handle 
more weight (traffic) than other servers having more delay. 

As shown in  Fig. 4 the link delay between server  h2 and 
Openflow switch is 10 ms,  h1 and Openflow switch is 20 ms, 
and h3 and Openflow switch is 40 ms. According to this 
scenario the h2 server handle dynamic weight that is more than 
other servers. For example requests 1,2,3,4 are handled by h2. 
The next h1 server handles dynamic weight that is less than h2 
server but more than h3 server. For example requests 5,6 
handled by h1 server. The server having more delay than  
others handled least weight. For example only request 7 
handled by h3 server. The weight that we  assigned is dynamic 
according to delay.  Unless all the requests are not end this 
process continued. 

V. EXPERIMENT EVALUATION 
We evaluate our algorithm “Least dynamic delay weighted 
round-robin load balancing (LDDWRR)” with existing round-
robin load balancing algorithms on the basis of Transaction 
Rate (trans/sec), Throughput (MB/sec) and Response time 
(sec). Siege tool is used to generate a load that is send to the 
servers. The total load generated by the siege is equal to the no 

of concurrent users multiplied with number of requests by each 
user. For example we have a 20 concurrent user each send a 5 
requests then total load or number of requests are equal to 100.  
With the increase of concurrent users the total no of requests 
are also increased. 

The response time of servers shown in Fig. 5. The 
concurrent users are shown at x axis.  The Response Time (sec) 
shown at y axis. We can clearly observed from the graph that 
response time is better in our LDDWRR algorithm than already 
existing Round Robin algorithms.  The file that is downloaded 
from server is index file that is very small file. 

 
 

Fig. 6 Transaction Rate in LDDWRR and Round Robin Strategy 

 The transaction rate of servers shown in Fig. 6. The 
concurrent users are shown at x-axis. The Transaction rate 
(trans/sec) shown at y-axis. We can clearly observed from the 
graph that transaction rate is better in our LDDWRR algorithm 
than already existing Round Robin algorithms. 

 The can not correctly measure the throughput with this file 
because the size is very small. Therefore We have created a 
large file of 100 KB to measure the performance of throughput. 
As shown in Fig. 7 throughput is also better in our LDDWRR 
algorithm than the round robin algorithm.  

 
 

Fig. 7 Throughput in LDDWRR and Round Robin Strategy 

Other parameter  such as Response time  (sec), Transaction rate 
(trans/sec)  also measured  with large file. As shown in Fig. 8 
response time is still better in our LDDWRR algorithm than 
round-robin algorithm. 
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Fig. 8  Response time in LDDWRR and Round Robin Strategy with 100 kb 
file 
 
 As shown in Fig. 9 the transaction rate is also better in our 
algorithm than round-robin algorithm. 

 

VI.  CONCLUSION 
The conclusion of our paper was that we successfully 
implemented the LDDWRR algorithm using POX controller. 
We also conclude that our LDDWRR algorithm is better in all 
performance parameters such as Response time (sec), 
Throughput(MB/sec), Transaction Rate(trans/sec) than round 
robin algorithm.  The hardware based load balancer is very 
expensive but our software based load balancer is cheaper. The 
modification or deployment of new behavior is very easy in 
SDN based load balancer.   

In this paper we dynamically assigned a load to the servers 
according to the delay. But in our paper, we are using only 
single controller. There could be a single point of failure. In 
future work we can use multiple controllers. 
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