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Abstract. Clustering objects in the storage is an important problem in Object-Oriented Database Systems. Based on the relation-
ship sets of objects found in the system, we describe the objects as vectors in m-dimensional space, where m is the number of rela-
tionship sets found. After that, we define a distance between pairs of objects in order to build a clustering sequence of all existing 
objects in the system with their smallest total distance. 
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I. INTRODUCTION 

 Clustering data in the storage is an important problem in 

designing physical database in generally. The way of storing 

related data in secondary storage units to improve performance 

of data queries is essential, so clustering can improve perfor-

mance of database systems and it is considered as the principle 

problem which need solving database management systems. 

 In object-oriented database systems (OODBs), clustering 

means storing related objects to make them closer on secondary 

storage, so that when one object is accessed from disk, all its 

related objects are also loaded into memory. Then accessing to 

these related objects in a main memory access that is much fast-

er than disk access. Many clustering algorithms be proposed, as 

Cactis [1], CK [2] and ORION [3]. Speciality, in OODBs, an 

object may be an instance of  a class, and it may be an instance 

of a complex object too. Beside aggregation relationships and 

generalization relationships, other structural relationships such 

as version and configuration can also exist in parallel. In that 

case, objects have many close relationships, these influences 

clustering methods of objects. To solve these problems, authors 

in [5] proposed a solution in order to arrange objects' possible 

relationships by using distance matrix, then arrange these ob-

jects into a clustering sequence. However, the built in distance 

formula [5] is very complex, because we must calculate the 

probability of each relationship set that was clustered in the sys-

tem and size of this relationship set. 

 In this paper, we continue studying types of objects' rela-

tionships in object-oriented database, then we quantize each 

object from a qualitative m-tuple to a numeric m-dimensional 

coordinate system similar a vector in m-dimensional space. On 

m-dimensional vector space, we build a Euclidian distance to 

calculate distance between any two objects in system. Based on 

the calculated distance, we create a distance matrix and arrange 

these objects into a clustering sequence. 

 The remaining sections of this paper are organized as 

follows: In Section 2 we present some solutions of clustering 

objects proposed, then we propose the idea of our objects clus-

ter. Section 3 presents our proposed approach, including the 

Euclidian distance and distance matrix. Section 4 proposes the 

algorithm of arranging sequence of objects in the array elements 

with smallest total distance. Section 5 is conclusion. 

II. RELATED WORKS 

 In order to execute data queries in the systems efficient-

ly, normally, it depends on many factors, such as: the speed of 

CPU, memory, Input/Output disk costs, and communication 

resources. To optimize queries, in common, they specially focus 

on optimizing the semanticist of the query [6] and rarely men-

tion optimizing I/O costs and other factors. In order to execute a 

query, the data is transferred from  disk  into main memory in 

term of block units, accessing data from a disk is normally much 

slower  than accessing data from the main memory. Therefore, it 

is necessary to have a strategy to improve accessing data from 

http://www.ijarcs.info/�


Truong Ngoc Chau et al, International Journal of Advanced Research in Computer Science, 1 (2), July-August 2010, 98-103 

© 2010, IJARCS All Rights Reserves     99 

disk blocks for large databases which can't be stored in the main 

memory. One of the most efficient strategies is storing related 

information in continuous blocks; this strategy is also called 

data clustering. 

 The algorithm used most commonly is the K-Means al-

gorithm [7]. This algorithm assigns the clusters based on factors 

provided by the user, such as the number of clusters, and the 

number of chosen center points. This algorithm is not suitable 

for the clustering of objects in the environment where exists in 

many relationships. Another approach was proposed in [8], the 

authors proposed the cluster techniques to minimize access 

time, in this approach the cluster object is based on the combi-

nation of probability and it can cluster objects in multiple rela-

tionships. Authors [1][2][3] gave many solutions to choose the 

strategy of clustering objects: 

1. Clustering all objects belonging to the same class in the 

same segment of disk pages following instance-of member 

relationship. 

2. Clustering all objects belonging to a class hierarchy rooted 

at a user specified class following is-a relationship. 

3. Clustering all objects having the same inside reference ac-

cording to part-of partial relationship. In that case, objects 

can belong to different classes. 

4. Combining the 2nd and 3rd clustering techniques. 

 Each of clustering ways can optimize a query, but can't op-

timize other queries. For example, clustering of all objects fol-

lowing part-of relationship into the same block may cause ob-

jects from the same class could be stored on many pages in-

stead of being stored in the same block. However, the manner 

of high-level relationships of objects having many relationships 

is a secular constraint in object-oriented systems. So it's neces-

sary to have a method to process efficiently implementation 

clustering objects having high-level relationships in order to 

improve the performance of  queries. 

 Authors in [4] and [5] proposed the way of using distance to 

measure relationship levels of objects. Each object is classified 

into relationships that it can take part in, presented by an m-

tuple like that: (category1, . . .,categorym), if there are m rela-

tionship sets in the system. 

Example 1.  There's an object database as the following: 

define class TEACHER: 

     type tuple( name: String; 

                 degree: String; 

                 department: DEPARTMENT; 

              ) 

    end TEACHER 

 

define class DEPARTMENT: 

    type tuple( departmentName: String; 

         dean: TEACHER; 

         teacher: set(TEACHER); 

        ) 

    end DEPARTMENT 

 Supposedly, we have objects shown as the following from 

the database above: 

 O1 = (i1, atom, 'Tran Van Nam') 

 O2 = (i2, atom , 'PhD') 

 O3 = (i3, tuple, <name: i1, degree: i2, department: i5>) 

 O4 = (i4, atom, 'Communication') 

 O5 = (i5, tuple, departmentName: i4, dean: i3, teacher: i6) 

 O6 = (i6, set, {i3}) 

 And the complex object instance of class TEACHER is de-

noted as COtch, DEPARMENT is denoted as COdp, the class 

which contains objects having atomic values is denoted as C. 

Hence, Object O3 is a tuple of (TEACHER, COdp), we can con-

sider this object as an instance of the class TEACHER, and be-

longs to the complex object COdp. 

 The problem is that almost all the values in every category 

of m-tuple are qualitative and discrete data. So, in order to 

measure distance between every two objects, we need to have 

methods to convert m-tuple into correspondent numerical data, 

so that, we can measure their distances. There are two basic 

constraints which are satisfied when we convert m-tuple into 

numerical data [4][5]: 

 1. Any calculation configuration has to ensure that objects 

which have closer relationships must have smaller distances. 

 2. If inside relationship manner of two pair of objects can't 

be compared distance after conversion, they shouldn't be com-

pared for any reason. 

 We can describe the constraints above with following sym-

bols: 

   θ: Semantic relationship between two objects, showing ob-

ject’s relationships. 

   α: The closer than operator. 
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- Constraint 1: If  θ (O1,O2) α θ(O1,O3) then  d(O1,O2) < 

d(O1,O3) 

- Constraint 2: If not(θ(O_1,O_2) α θ(O1,O3)) then 

not(d(O1,O2) ρ d(O1,O3)), where ρ is comparison operator 

less or greater. 

Example 2. From the database in Example 1, we have two ob-

jects O1, O2 from the same class C, and they both belong to 

COtch, but O1 and O4 only belong to the same class C. There-

fore, (O1,O2) α (O1,O4), so we can infer that d(O1,O2) < 

d(O1,O4) (d is the distance). 

 In order to show the measurement among the objects above, 

the authors in [5] have defined a metric measure to measure the 

distance between each pair of specific objects in any system. 

However, this measure is complex. Because each object is 

represented as m-tuple, we quantized each object from a qualit-

ative m-tuple into a vector in m-dimensional coordinate system 

from the m-dimensional coordinate system, we can use eucli-

dian distance measuring to measure distance between two ob-

jects. Our approach to ignore the 2nd constraint, we find that If 

inside relationship manner of two pair of objects can't be com-

pared, then their distance is equivalent. 

III. DISTANCE MEASURING BASED ON VECTOR SPACE 

 Relationship set is defined as a set of constrained objects in 

that relationship, and the size of that relationship set is the 

number of objects taking part in that relationship set. For ex-

ample, class DEPARTMENT in Example 1 is considered as a 

relationship set, its size is the number of instances of this class. 

Another relationship set is the complex object instance, for 

example, COtch and its size is the number of objects in this 

complex object instance. We denote each relationship set as Rj 

and relationship sets existing in OODBs is R = {R1, R2, . . .,Rm}, 

with m is the number of relationship sets. 

 Supposedly {O1, O2, . . .,Ok} is a set of all existing objects 

in a system. Each object is descried with respect as a set of m 

initial attributes in term of a vector.  
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with 1 ≤ i ≤ k, 1≤ j ≤ m. 

 Now we'll present an algorithm aiming to build vectors for 

each corresponsive object in the system. 

Algorithm 1. Building vectors for each corresponsive object in 

the system. 

 Input. 

 - Set of objects in the system W = {O1, O2, . . .,Ok} 

 - Set of relationship sets R = {R1, R2, . . .,Rm} 

 Output. Set of vectors },...,,{ 21 kOOOV


=   is described in 

m-dimensional space with 

),...,,( 21 imiii OOOO =


, 1 ≤ i ≤ k. 

 Method. 

 (1) V := {}; 

 (2) For each Oi  in W do 

 (3)  Begin 

 (4)   For j :=1 to m do 

 (5)    If Oi  ∈ Rj then Oij := 0; else Oij := 1; 

    //construction of vector coordinates iO


 

 (6)    V := V + { iO


}; 

 (7)  End; 

 (8) Return V; 

    We can easily see the complexity of the algorithm dependent 

on loops (2) and (4), the loop (2) execute k times, the loop (4) 

execute m items,  the complexity of the algorithm is O(km). 

Example 3. We assume that only two types of relationship 

existing in system are instance-of and part-of. Therefore, we 

have a set of relationship sets in Example 1 is  

{TEACHER, COtch, DEPARTMENT, COdp, C}, assume that set 

of relationship sets is ordered in a certain way (as the example 

above), then objects are described as vectors in 5-dimensional 

space correspondently with relationship sets described in Table 

1. 
 

 

Table I. Set of vectors corresponding objects 

 TEACHER COtch DEPARTMENT COdp C 

1O


 
1 0 1 1 0 

2O


 
1 0 1 1 0 

3O


 
0 1 1 0 1 

4O


 
1 1 1 0 0 

5O


 
1 0 0 1 1 

6O


 
1 1 1 0 1 
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 Because an object is described as a vector in m-dimensional 

space, so, metrics are used to measure the distance between any 

two objects. We use the Euclidian distance function to measure 

the distance between two objects Oi and Oj as the following: 
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 For example, from distance formula (1), the distance be-

tween two objects O1 and O2 is the correspondent to the dis-

tance between  two vectors  
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because O1 and O2 belong to the same relationship sets. Simi-

larly, distance between 1O


and 4O

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Distance matrix of k objects {O1, . . .,Ok} is a matrix having the 

size k x k, and is defined like that:  

M = (d(Oi, Oj)) k x k. 

 Matrix M is symmetric by the principle diagonal and ele-

ments on the principle diagonal have the value of 0. So, in or-

der to calculate matrix M, we only need to calculate elements 

M(i, j) with j > i. 

 

IV. CLUSTERING ALGORITHM 

 Because we have to arrange all objects into the secondary 

storage, so the best way is arranging all objects of the system 

into a one-dimensional structural array, then mapping this one-

dimensional structural array into the secondary storage. There-

fore, our algorithm's outlet result is a sequence of all objects in 

the system, it satisfies that the sum of distances among objects 

in the sequence is minimum. With this algorithm, all properties 

of high-level relationships are still preserved. Our processing 

can be generalized in Figure 1. 

 

 

 

 
 

Figure 1. The processing to implement clustering objects. 

 After distance matrix M = (d(Oi, Oj))k x k is built by measur-

ing distances between each two objects based on applying Al-

gorithm 1, clustering algorithm is used to arrange objects into a 

clustering sequence. The input of the algorithm is distance ma-

trix M and W = {O1, O2,. . .,Ok} is a set of objects in the system, 

each object can take part in more than one relationship set. To 

be simple, we can consider M as weight matrix. From that, our 

algorithm will determine a line going through all vertices of a 

graph, each vertex for one time, this satisfied that the sum of 

distances between each two vertices (objects) in the sequence is 

minimum. 

 

Algorithm 2. Create clustering sequence of all objects in the 

system has the smallest total distance. 

 Input. 

  - Distance matrix M = (d(Oi, Oj)) k x k 

  - The set of all objects need to be clustered  

W = {O1, O2,. . ., Ok}. 

 Output. The clustering sequence including all objects 

{O1, O2, . . ., Ok}, satisfying that the sum of distances between 

each two objects in the sequence is minimum. 

 Method. 

 (1) t := Oi; /* choose a random object Oi ∈ W*/ 

 (2) h := 1; 

 (3) p[h] := t;  

/* array p stores the clustering sequence of objects of W, satis-

fying that the sum of distances between each two objects in the 

sequence p is minimum}*/ 

 (4) W := W - { t }; 

/*eliminate objects considered outside from W*/ 

 (5) While (h ≤ k) and (W <> ∅) do 

   Begin 



Truong Ngoc Chau et al, International Journal of Advanced Research in Computer Science, 1 (2), July-August 2010, 98-103 

© 2010, IJARCS All Rights Reserves     102 

 (6)    d := ∞; 

 (7)   For each Oj ∈ W do 

 (8)    If (d[t, Oj] < d) and (t <> j) then  

      Begin 

 (9)       d := d[t, Oj]; 

 (10)       p[h] := Oj; 

      End; 

 (11)   t := p[h]; 

/* Oj is the chosen object for the next selective step*/ 

 (12)   h := h + 1; 

 (13)  W := W - {t}; 

   End; 

 (14) Return p; 

 In order to consider the calculation complication of this 

algorithm, we see 2 loops (5) and (7) which are overlapped, 

each cycle implements maximum k times, so the number of 

times of implementing loop (7) is O(k2). As a result, the algo-

rithm's complication is O(k2). The output result of the algorithm 

depends on choosing random object Oi  from original W. 

Example 4. Consider the object-oriented database given in 

Example 1, we have: 

 - k = 6: there are totally 6 objects, 

 - m = 5: {TEACHER, COtch, DEPARTMENT, COdp, C}, 

there are totally 5 set of relationship sets. 

 Then, the objects are described as vectors in the 5-

dimensional space with 5 relation sets order (TEACHER, COtch, 

DEPARTMENT, COdp, C) as follows: 

1O


 = (1, 0, 1, 1, 0) 

2O


= (1, 0, 1, 1, 0) 

3O


 = (0, 1, 1, 0, 1) 

4O


 = (1, 1, 1, 0, 0) 

5O


 = (1, 0, 0, 1, 1) 

6O


 = (1, 1, 1, 0, 1) 

Step 1. Calculating the distance matrix  

M = (d(Oi Oj))6 x 6 

 Because Matrix M is symmetric by the principle diagonal, 

we only have to calculate elements d(Oi, Oj) with j > i. Dis-

tance matrix M is calculated based on given objects as the fol-

lowing: 


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Step 2. Apply the clustering  algorithm above, with the firstly 

chosen object is O2, the sequence of objects with minimum 

sum of distances is 24 +  like that: O2, O1, O4, O6, O3, O5 

(creating clustering sequence, we are installed on the C++ pro-

gramming language). 

 Because the secondary storage access unit is a disk segment 

or a block. Therefore, clustering sequence must be cut into 

segments according to ratio of object size to the block size 

(b/s). Notice that our clustering sequence is not interrupted by 

segmenting the clustering sequence. The change only occurs at 

the segmentation boundary. This can still be compensated by 

placing the adjacent clustering sequence segments into the con-

tiguous neighboring blocks, which can save disk access time. 

V. CONCLUSION 

 Based on relationships existing in object-oriented database 

system, we present objects in the system as vectors correspond-

ing to the coordinate system which has a number of dimension 

equal to the number of relationship sets. From these vectors, we 

defined measurement the Euclidian distance between any two 

objects, and then we have the distance matrix. Based on dis-

tance matrix, we built an algorithm to create a sequence con-

taining all objects in the system based on distance matrix. This 

ensures that sum the sum of distances among objects in the 

sequence is the minimum. With calculation complication of 

O(k2), in some cases, the algorithm may not give an optimal 

solution. However, with a large number of objects and objects 

take part in many different relationships, this algorithm is still 

applied efficiently. About mapping a sequence of objects into 

continuous blocks in the secondary storage, we will present in 

the next research result. 
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