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Abstract: Rapid progress in mobile communication, demands high-speed multimedia data processing. This has lead the compression technology 
to speed up the process by reducing the size of data without disturbing image quality. This paper attempts to develop the quality of compression 
by using improved neigh shrink in hybrid wavelet algorithm to compress an image. After wavelet decomposition, one-dimensional Discrete 
Cosine Transform is applied to decorrelate approximate coefficients and stored as T-matrix. The detail coefficients are thresholded using 
‘improved neigh shrink' and Eliminate Zero and Store Data algorithm are applied to eliminate redundancy and stored as reduced array. The 
compressed approximate and detailed coefficients are encoded by arithmetic coding. The simulated results show that proposed algorithm has 
significant improvement in image quality in terms of PSNR and SSIM when compared with existed wavelet-based compression methods 
including JPEG 2000 at high compression rate.  
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I. INTRODUCTION: 

  A Rapid development of mobile technology with new 
applications requires large data of high-quality. Processing of 
such a data leads to a slow transmission and expensive 
storage, and hence representation of data needs a reduction in 
a number of bits using image compression techniques [1-3]. 
Image compression is a technique which reduces the number 
of bits to represent the large sized image by removing 
redundant bits[4]. Transform based compression are more 
preferable to achieve good compression along with the 
quality of reconstruction. DCT based algorithms are failed in 
versatility since of its blocking artifacts nature when block 
sizes are goes on increasing [5,6]. Wavelet based 
compression suit well for image compression applications 
because of its multiresolution property. Wavelet-based lossy 
image compression methods like Embedded Zero-tree 
wavelet(EZTW)[7], Set Partition Hierarchical Tree 
(SPIHT)[8],Wavelet difference reduction(WDR)[9] are 
presently using in some multimedia image compression, 
which produces an embedded bit-stream of wavelet 
coefficients with decreasing threshold values to encode the 
most significant pixels or lists of pixels for reconstruction. 
But single basis function in wavelet does not meets all its 
properties, multi wavelets with more than one scaling and 
wavelet functions are preferable [10,11]. A hybrid 
compression algorithm proposed by Siddiq et al.[12] 
achieves high compression ratio with moderate image quality 
for large size image data. Here the compression is achieved 
by ignoring first high-frequency subbands at level one and 
high-frequency subbands at level two are encoded directly by 
EZSD. The LL subbands are compressed by DCT and 
encoded By RLE and Arithmetic coding.An enhanced 
approach for hybrid compression algorithm is proposed in 
this paper by using an improved neigh shrink as optimal 
threshold for high-frequency subband at level two and three.   

The paper is structured as follows:  A hybrid wavelet 
compression algorithm is explained in section II. The 

simulation results are tabulated and discussed in section III 
and followed by the conclusion in section IV.  

 

Figure.1: pipelined view of proposed compression algorithm 

II. PROPOSED HYBRID WAVELET WAVELET 
COMPRESSION ALGORITHM:  
 
A. Use of Discrete Wavelet transforms: 

The wavelets give the best choice for image analysis due 
to its multiresolution property. Here decomposition is done 
by passing source image through a set of low pass and high 
pass filters to get approximate and detailed coefficients 
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[13,14]. For each level decomposition of source image 
produces four sub-bands (LL, LH, HL, and HH). As source 
image undergoes decomposition, low-frequency sub bands 
shift towards left corner by becoming more significant. At 
the same time, high-frequency sub-band shift towards the 
right bottom corner as insignificant. Hence, by ignoring this 
insignificant information in high-frequency sub-bands more 
compression can be achieved.  

In this modified approach, the image is subjected to 
three-level wavelet decomposition. The high-frequency sub-
band at first level contains less significant information, and 
hence it is ignored. While, level two and three high-
frequency sub-bands contain some significant information, 
the direct encoding or ignoring of these sub-bands result in 
reduced image quality, hence application of an optimal 
threshold is the key to improving the quality of the 
reconstructed image. 

B. Quantization: 

This step is lossy approach and it requires two levels of 
quantization. The level1 quantization reduces the size of 

mLL  by, ratio of maximum value of mLL  and Quality 
factor, as shown below 
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The Quality factor in eq.1 indicates the quality of the 
image and is obtained by the maximum value in LL2 divided 
by all the values in LL2. The process helps LL2 subband 
coefficients to be more convergent (Quality ranges from 
0.005 to 0.01) to get required compression rate. Level2 
Quantization is performed on LL2 sub-band after DCT and 
then divide the matrix by Q2. This eliminates the 
insignificant coefficients by inserting zeros. 
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C. Coding of Low-frequency sub-band using T-
Matrix coding: 

  The DCT uses a small set of values to reconstruct the 
original signal and also round up the very small values to 
zero during encoding. Hence it high-quality reconstruction is 
possible in the compression process.   

The decomposed LL2 subband has high energy and more 
correlated information and DCT is used to compresses the 
sub-band. The one-dimensional forward and inverse DCT are 
illustrated as, 
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The normalization factors 
N
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and 
2

1
makes DCT 

matrix orthogonal. 

 Because of the high degree of correlation, the LL2 
subband coefficients are difficult to encode directly by 
arithmetic coding. Therefore, the subband is divided into 
number of parts and each part is processed by one-
dimensional DCT and are quantized by using formula, 

 2)1()( +−= nQnQ                                       (7) 
The transformed values are stored as a row matrix called 

as Transformed matrix (T-matrix). This process increases the 
significance of coefficients and de-correlation. Each row of 
T-matrix has DC values and AC coefficient stream, T-matrix 
is scanned column-by-column for converting it into a one-
dimensional array, and is compressed by The Run Length 
Encode (RLE) and arithmetic code.  The RLE reduces the 
length of repeated data, and arithmetic code converts reduced 
data set into bit streams. 

D. Coding of high-frequency sub band using 
improved neigh shrink and EZSD: 

After the level two and level three wavelet decomposition 
redundancy shifted towards in high-frequency sub-bands. 
Hence application of improved neigh shrink with SURE as 
optimal threshold possibly increases the compression quality. 

For given detailed sub-band, select the wavelet 

coefficient jiK ,  need to be shrinking and place a neighboring 

window jiC ,  at center.  

 
Fig.2 A graphical representation of improved method to 

shrink wavelet coefficient jiK ,  
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summation has the pixel indices out of the 
wavelet sub-band range then corresponding term in the 
summation is to be ignored[15]. The neigh shrink is given 
by, 
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Shrink factor is given by, 
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here the optimal threshold λ  and window length L are 
calculated by stein unbiased risk estimator(SURE)  for 

wavelet coefficients of any sub-band  
jikw jik ,:,=
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Where as in denoising application noise level is defined 

with suitable values but in compression, we keep the value of 
noise level as one. Thresholded and quantized 
(quality>=0.01) high-frequency sub-bands have a rich 
number of zeroes, and unnecessary coding of these zeroes 
make the algorithm assy. Therefore, EZSD is used to 
eliminate blocks of these zeroes and to store the blocks of 
non-zero data. It begins with splitting high-frequency sub-
bands into non-overlapped blocks (8X8, 16X16) and 
searches for non-zero blocks. If a non-zero block is found, it 
will be stored in a reduced array and its position is stored in 
position array, else it jumps to a next block. The reduced 
array may contain some more zeroes because some blocks 
contain more zeroes as compared to the data in them. 
Therefore, the use of EZSD results in a compact form of 
reduced array, which helps in the encoding process. 

Arithmetic coding is used to compress a stream of data 
sequence into one-dimensional length code word. The run 
length encoding helps to avoid coding of repeated 
coefficients, which reduces the length of the code word. 
Hence, the arithme tic coding technique converts code word 
into bit streams. 

 
 
 
 
 

E. Return Zero Matrix (RZM ) algorithm: 

During reconstruction this process is used as converse for 
EZSD method . The reduced array of decoded high-
frequency sub-bands is expanded by searching zeros 
followed by a number in them; the repeated zeros in a new 
array are counted.  The data in an array is replaced by blocks 
of the matrix and the method applied to all high-frequency 
sub-bands. 

 
III. RESULTS AND DISCUSSIONS: 

The proposed method tested with 8 bit gray scale Boat, 
Lena, Goldhill, peppers and artificial images (Fig. 3). The 
table1, shows the PSNR and Structural Similarity Index 
Mode (SSIM) and comparison of proposed method with 
SPIHT, WDR and JPEG 2000 at a compression ratio of 
80:1.The PSNR and SSIM values of JPEG2000 obtained 
from [16] and for consistency, same test images are used in 
the simulation. The figure4, shows that boat image is 
compressed by SPIHT, WDR, JPEG2000 and proposed 
method at a compression ratio of 80:1. 

The results tabulated in table 1, shows that PSNR and 
SSIM value of proposed method for boat image is 3.9db and 
0.1 are higher than the JPEG2000. But in artificial images,the 
PSNR and SSIM are lesser in proposed method, this due to 
the rich significant edge information in images and are not in 
standard dimension. The quality factor is used to obtain the 
required compression ratio has some limitation (0.005<Q 
factor>0.5) and it depends on the use of wavelet family 
(preferred db5) and encoded array. From the results, we 
observe that the image quality of proposed method is 
significantly improved by use of an optimal threshold for the 
2nd level high-frequency sub band. 

Table.1: Comparison of proposed method with other methods. 
Images Compression ratio SPIHT WDR JPEG2000 Proposed method 

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 

Boat 80:1 26.20 0.668 26.96 0.710 26.76 0.740 30.71 0.842 

Lena 80:1 29.32 0.803 29.71 0.770 29.62 0.670 31.92 0.902 

Goldhill 80:1 27.17 0.660 27.72 0.625 27.69 0.670 27.59 0.672 

Peppers 80:1 29.36 0.753 28.93 0.740 29.54 0.783 29.66 0.804 

Artificial 80:1 25.25 0.678 23.82 0.620 25.69 0.767 22.02 0.604 

Fig.3 input test images (a)Boat;  (b)Lena; (c)Goldhill; (d)peppers 
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Fig. 4 (a) Original boat image compressed at compression ratio of 80:1 using (b) SPIHT (c)WDR;(d)JPEG2000[16];(e)Proposed method(Q=0.006) 
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V. CONCLUSION 

    In this paper, a new lossy compression algorithm is 
proposed by using improved neigh shrinks in hybrid wavelet 
transform. Here, improved neigh shrink efficiently compress 
the high-frequency sub-bands by using an optimal 
threshold.At the same time, one dimensional DCT produce 
lossless coding for low-frequency sub band. The 
compression ratio is obtained by selecting suitable quality 
factor and wavelet family. The results obtained by proposed 
method evidenced that it produce high PSNR and SSIM than 
existed wavelet-based image compression algorithms. 
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