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Abstract—Independent Component Analysis (ICA) and its mathematical ideas are presented for the problem of Blind Signal Separation (BSS) 
and multichannel blind deconvolution of independent source signals. BSS and ICA are emerging techniques that aspire to recover unobserved 
signals or sources from the observed mixtures. The aims of this paper are to review some new approaches and implement some new and unique 
idea regarding the problem of blind signal separation with ICA. Computer based simulations illustrate the performances of the developed 
algorithms.  
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I. INTRODUCTION 

There are so many innovation and potential application 
of Neural networks to the higher level research of signal 
processing and its application and implementation as well. 
This paper mainly consists of the learning algorithms for 
blind signal separation with independent component 
analysis and deconvolution of signals. Here we consider a 
case in which a number of simultaneous observation of 
signals are available that are linear or nonlinear 
superposition’s of separate independent signals from 
different sources [1]. In this kind of problem, we actually 
separating the waveforms of the original sources from any 
array of sensors without knowing transmission 
characteristics of the transmission channel and there is no 
assurance to get back the signals with the same waveforms 
like the source signals [3], [4]. 

In this paper, we focus on so many terms like 
independent component analysis which are commonly 
known as ICA, blind source separation, blind source 
deconvolution or blind estimation, Where Independent 
Component Analysis is a technique to extract the 
independent components from the observed 
multidimensional mixture of data. ICA is a signal processing 
technique whose goal is to express a set of random variables 
as linear combinations of statistically independent 
component variables [2], [5], [6]. By ICA, we can separate 
the original sources by their mixtures. 

From the so many observed mixtures, BSS consists of 
recovering unobserved signals or sources. Typically the 
observations are obtained at the output of a set of sensors, 
where each sensor receives a different combination of the 
source signals. When the source signals are not observed 
and no information is available about the mixtures, then we 
called it blind signal. The lack of prior knowledge about the 
mixture is compensated by a statistically strong but often 
physically plausible assumption of independence between 
the source signals [7], [8]. The so-called blindness should 
not be understood negatively; the weakness of the prior  

 
information is precisely the strength of the BSS model, 
making it a versatile tool for exploiting the spatial diversity 
provided by an array of sensors. Promising applications can 
already be found in the processing of communications 
signals, in biomedical signals like ECG and EEG, 
geophysical exploration and image enhancement and 
recognition [1].  

In this paper, we propose a general formulation of blind 
signal separation frame work for acoustic signals based on 
the Independent component analysis algorithm using the 
neural network platform. In particular, we emphasis some 
important issues: Algorithmically analysis and extraction 
efficiency regarding the BSS.  

The paper organization is as follows: Section II 
describes the ICA algorithm and its implementation. Section 
III discusses the mixing process. Section IV describes about 
the Blind signal extraction and Section V shows a general 
case study. Finally, Section VI presents a conclusion and an 
indication towards the future scope of this work. 

II. AN ALGORITHM OF ICA 

Independent Component Analysis is a way to find the 
independent components of a multivariate random variables. 
These components are directions in which the elements of 
the random variables have no dependency. One ideal 
application of ICA is blind signal separation [2]. 
The Independent Component Analysis model of linear 
instantaneous mixture can be formulated as, 

                            (1) 

Figure 1.  ICA Architecture.  
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 (b) 

Where A is an unknown mixing Vector,  and  
are n dimension observed random vector and unknown 
source vector. The ICA model is a generative model, and it 
describes how the observed data are generated by a process 
of mixing the components. The independent components are  

Latent variables that they cannot be directly observed, 
and the mixing matrix A is assumed to be unknown [17]. 
The aim of ICA is to recover the unobserved sources  
from the observations . 

ICA is very closely related to the method called blind 
source separation (BSS) or blind signal separation. Here 
Blind means that there is no specific idea about the mixing 
matrix A and few assumption about the source signals. ICA 
is the most popular and widely used for the performing the 
BSS. The blind source separation is to find a separating 
matrix and to recover the source  by, 

                         (2) 

Where, is the estimation of source vector. We do 
not know the sources and the mixing process. In general, we 
assume that:  the sources are independent from each other, 
the mixing matrix is nonsingular and at most one of the 
sources is Gaussian.  

III. MIXING PROCESS 

According to the problem statement and specific 
research application, there are many mathematical models 
and physical models that we can mixtures the input sources 

. Now here we will focus on the 
simplest model where  observed signals  are 
instantaneous linear combination of the  
unknown source signals, which are assumed in this paper to 
be zero mean and statistically independent. So now we have, 

 (3) 

Or in the matrix notation,  

                    (4) 

Where,  is the sensor vector at 
discrete time , is the source signal 
vector,  is the noise vector, and  
is an unkown full rand  mixing matrix [12], [13]. Now 
we use the simple Linear separating system to recover the 
original source signal,  

                                                               (5) 

Where  is an estimate of  
and  is a  separating matrix, which is often 
called the synaptic weight matrix. A number of adaptive 
learning algorithms have been proposed by which the matrix 

 is expected to converge to the separating matrix. 
However, the problem is ill-conditioned, and we cannot 
obtain  even when . Hence,  should 
converge at best to  that satisfies, 

 

Where,  is a scaling diagonal nonsingular matrix and 
 is any performance matrix [6], [10]. The 

performance of the source separation is evaluated by the 
composite matrix  which describes the total 
or global mixing separating model such that

. The separation is perfect when it tends to a 
generalized permutation matrix  which has exactly one 
nonzero element in each row and each column. This 
corresponds to the indeterminacies of the scaling and order 
of the estimated signals . This indeterminacy is not 
usually a serious problem since the most relevant 
information about the source signals is contained in the 
waveforms of the signals rather than their magnitudes and 
orders in which they are arranged. The performance matrix, 
P, should equal H, possibly rescaled and permutated, 
identity matrix. This means that the condition of the 
performance matrix should go towards one during learning 
[10], [11]. 

Figure 2.  (a) Architecture of mixing and separating models and (b) 
general block diagram of learning algorithm. 

For every individual mixing matrix of  we get the 
different condition of performance matrix and from that we 
can get a comparative study between the matrix of H and the 
characteristics of condition of performance matrix.   

TABLE I.  TABLE FOR H MATRIX 

Serial No H Matrix 
1. H1=  

2. H2 =  

For different combination of matrix H, we get the different 
condition of performance matrix which is shown in the 
figure 3.  

IV. BLIND SIGNAL EXTRACTION 

There are several approaches have been recently 
developed for blind signal extraction and blind 
deconvolution [14], [15]. But we use the process is called 
the blind signal extraction in contrast to BSS. A single 

(a) 
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processing unit is used in the first step to extract one source 
signal with specified stochastic properties. In the next step, a 
deflation technique is used in order to eliminate the already 
extracted signals from the mixtures. Another technique 
employs a hierarchical neural network which ensures that 
the signals are extracted in a specified order without 
extracting the same source signals twice [18], [19]. This is 
achieved by using inhibitory synapses between the units. Let 
us consider a single processing unit described by  

          (6) 

Where  or  (where  is prewhitening 
matrix). The unit successfully extracts a source signal, say 
the th signal, if  that satisfies the relation 

, where  denotes the thcolumn of a  
nonsingular diagonal matrix. A possible loss function is  

                        (7) 

Where  is the normalized kurtosis defined by  

                         (8) 

It is easy to show that for the prewhitened sensor 
signals  the normalized kurtos = is satisfies the following 
relations: 

                 (9) 

 

Figure 3.  (a) Condition of Performace matrix for matirx H1 (b) Condition 
of Performace matrix for matirx H2

    

.  

 

                  (10) 

 
 

Where  and = 1. In order to derive a 
global convergent (a) learning rule, we apply the standard 
stochastic gradient descent technique. Minimization of the 
loss function leads to a simple learning rule [14]. 

          (11) 

Where  is prewhitened and the nonlinear activation 
function is evaluated adaptively as  

The higher order moments  and  and the sign of 
the kurtosis  can be estimated on-line by using the  

         (12) 

The higher order moments  and  and the sign of the 
kurtosis  can be estimated on-line by using the 
following averaging formula, 

 
 

 
Figure 4.  (a) Neural network for blind extraction of signals and 

independent component analysis (b) block diagram illustration  extraction 
and deflation process of the first extracted signal. 

          (13) 

With η  and This 
procedure may be recursively applied to extract sequentially 
the rest of the estimated source signals. This means that we 
require an on line linear transformation, 

���   
  (14) 

This ensures minimization of the generalized energy 
(loss) function 

                         (15) 

Where, and  
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          (16) 

          (17) 

Minimization of the loss function leads to the simple 
local learning rule,  

 
 

 
It is easy to show that vector   converges to one the 

column vector of the global mixing matrix  The 
procedure can be continued until the amplitude of each 
signal  is below some threshold [16], [20]. This 
procedure means that it is not required to know the number 
of source signals in advance, but it is assumed that the 
number is constant and the mixing system is stationary. 

V. CASE STUDY 

Here we consider a model for speech signals where we 
get an original signal which is originally mixtures of the 
three speech signals. The duration of the speech signal is 4 
second and the sample rate is 12 KHz. Now we have to do 
perform of separation of this mixture and create three 
separated and individual speech signals. We use the same 

non-linearity as in the first part and if the separation is not 
satisfactory at all after the one iteration, iterate it several 
times. The original speech signal and the three separated and 
individual speech signals are shown in the fig. 5.  

 
Figure: 5 (a) Original Speech signal (b) Three seperated speech signal 

extractign from the orginal one. 

VI. CONCLUSION 

Blind Signal Separation and Independent Component 
Analysis is a powerful and useful statistical tool for 
extracting independent source given only observed data that 
are mixtures of the unknown sources. The efficiency of the 
proposed method of Independent Component Analysis, has 
been tested with simulated signals as well as with clinical 
EEG. Theoretical Investigation and experimental results 
indicate that ICA constitutes a comprehensive and 
promising tool for the signal processing and control.  
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