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Abstract: The ability to detect and recognize human faces is a key requirement in a great number of applications such as human tracking, 
human–computer interface, person identification for security systems and the surveillance of human activities. Much research effort has been 
directed towards this hot topic in recent years. This research project is building a system to detect and recognize a human face of the employee 
car driver to enter to the university of Tabuk. A system that uses a digital camera will be developed to capture and process the picture of the face 
driver. To recognize a face, face detection and recognition methods will be developed. The proposed system is composed of the following 
stages: 1) image acquisition 2) preprocessing methods 3) face detection 4) face recognition. The main goal of this research is to develop an 
intelligent system to detect and recognize a human face of the employee car diver to enter to the university of Tabuk. 
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I. INTRODUCTION 

Images containing faces are essential to intelligent vision-
based human computer interaction, and research efforts in face 
processing include face recognition, face tracking, pose 
estimation, and expression recognition [1]. Face detection and 
tracking find applications in areas like video structuring, 
indexing, and visual surveillance and form active areas of 
research. If the application is to identify an actor in a video clip 
or to find a particular shot in the video sequence in which the 
actor is playing, then faces are the most important “basic 
units.” This requires detection and tracking of a face through a 
sequence [2]. Research on computer-based face recognition has 
been an active area of study in recent years. This research has 
applications in person identification and verification for 
security systems, facial expression analysis and face 
classification [3]. 

  
Visual content analysis has become a hot topic in robotic 

vision due to its application in intelligent understanding of 
visual scenes, which can enable robot or computer with at least 
two gifts in practical applications: one is automatic localization 
and mapping [simultaneous localization and mapping (SLAM)] 
for 3-D scene structure understanding, and another is the smart 
recognition of salient objects presented in the scene [4]. 

  
Among various visual perception tasks, specific human 

head detection is a primary commission for human–computer 
interaction (HCI) applications, where computer or robotic 
systems may need to detect human in the scene, judge their 
behavior, and adjust their action adaptively. With this 
viewpoint, an intelligent vision-based system needs to track 
human motion and understand the events happened in the 
scene, which leads to a smart perception in assigned tasks, such 
as finding the right person’s face in the visual scene [4]. 
Tracking human motion with computer vision techniques has 
been a popular research topic, due to potential applications for 
surveillance, security and human computer interface [5]. 

  

Visual tracking is an important and challenging problem in 
computer vision. Depending on applicative context under 
concern, it comes into various forms (automatic or manual 
initialization, single or multiple objects, still or moving camera, 
etc.), each of which being associated with an abundant 
literature. In a recent review on visual tracking, tracking 
methods are divided into three categories: point tracking, 
silhouette tracking, and kernel tracking. These three categories 
can be recast as “detect-before-track” tracking, dynamic 
segmentation and tracking based on distributions (color in 
particular) [6]. 

  
Target tracking is an important field that attracted a lot of 

interest in computer vision. Available techniques for object 
tracking use different approaches like background subtraction 
or modeling, particle and Kalman filtering, segmentation, 
supervised learning, etc. [7, 8]. 

  
Object tracking is an important task for many applications 

in the area of computer vision and especially in those related to 
video surveillance. Recently, the research community has 
focused its interests on developing smart applications to 
augment event detection capability in video surveillance 
systems. Generally, in order to provide coverage of large 
environments, many cameras are used to ensure object 
visibility across a large range of depths and to minimize the 
effects of occlusions [9]. 

Real-time object tracking is a critical task in computer 
vision applications. Many tracking algorithms have been 
proposed to overcome the difficulties arising from noise, 
occlusion, clutter and changes in the foreground object or in the 
background environment. Among the various tracking 
algorithms, mean shift-tracking algorithms have recently 
become popular due to their simplicity and efficiency [10]. 

  
Face recognition and identification from a video sequence 

is an important problem especially in surveillance and 
information security. Face recognition based on video is 
preferable over using still images, and motion helps in 
recognition of (familiar) faces when the images are negated, 

http://www.ce.rit.edu/research/projects/2004_winter/rt_objtrack/detect.htm�
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inverted or threshold. It was also demonstrated that humans 
could recognize animated faces better than randomly 
rearranged images from the same set. Though recognition of 
faces from video sequence is a direct extension of still-image-
based recognition, in our opinion, true video based face 
recognition techniques that coherently use both spatial and 
temporal information started only a few years ago and still need 
further investigation. Significant challenges for video-based 
recognition still exist; we list several of them here [11]. 

  
The human face is the most common ‘biometric’ used by 

people to identify others. The friends and co-workers recognize 
us primarily by face. Formal enrollment processes create ID 
cards, such as a passport or driver’s license, by binding the 
name and other pertinent information to a photograph. Thus, 
even a stranger might identify us by this ‘picture ID’. Given 
this social background, the human face is a prime candidate for 
biometric identification by a machine [12, 13, 15, 17 - 21]. 

 
In [14], the very low-resolution (VLR) problem in face 

recognition is addressed in which the resolution of the face 
image to be recognized is lower than 16 x 16. With the 
increasing demand of surveillance camera-based applications, 
the VLR problem happens in many face application systems. 
Existing face recognition algorithms are not able to give 
satisfactory performance on the VLR face image. 

 
In [16], a new database is presented suitable for both 2-D 

and 3-D face recognition based on photometric stereo (PS): the 
Photo face database. The database was collected using a 
custom-made four-source PS device designed to enable data 
capture with minimal interaction necessary from the subjects. 

As face recognition applications progress from constrained 
sensing and cooperative subjects scenarios (e.g., driver’s 
license and passport photos) to unconstrained scenarios with 
uncooperative subjects (e.g., video surveillance), new 
challenges are encountered. These challenges are due to 
variations in ambient illumination, image resolution, 
background clutter, facial pose, expression, and occlusion[23-
30]. 

 
The rest of the paper is organized as follows: feature 

extraction is discussed in Section 2 of this paper; Section 3 
describes nearest neighbor. Section 4 describes the proposed 
system. Section 5 presents the results and observations of this 
study and finally, the conclusion is presented in Section 6. 

II. FEATURE EXTRACTION 

2.1 Gabor Feature Gradient 
The Gabor feature representation of a grey-scale face image 

is performed [31,32]. The Gabor wavelet representation of a 
face image contains discriminative information that is 
considered to be robust against changes in illumination, pose 
and facial expression. 

 
2.2 Principal Component Analysis  

PCA is mathematically defined as an orthogonal linear 
transformation that transforms the data to a new coordinate 
system such that the greatest variance by any projection of the 
data comes to lie on the first coordinate (called the first 
principal component), the second greatest variance on the 
second coordinate, and so on. PCA is theoretically the optimum 
transform for given data in least square terms.  

PCA can be used for dimensionality reduction in a data set 
by retaining those characteristics of the data set that contribute 
most to its variance, by keeping lower-order principal 

components and ignoring higher-order ones. Such low-order 
components often contain the "most important" aspects of the 
data. However, depending on the application this may not 
always be the case.  

For a data matrix, XT, with zero empirical mean (the 
empirical mean of the distribution has been subtracted from the 
data set), where each row represents a different repetition of the 
experiment, and each column gives the results from a particular 
probe, the PCA transformation is given by: 

 
                                                              (1) 
 
where V Σ WT is the singular value decomposition (svd) of 

XT.  
PCA has the distinction of being the optimal linear 

transformation for keeping the subspace that has largest 
variance. This advantage, however, comes at the price of 
greater computational requirement if compared, for example, to 
the discrete cosine transform [33]. 

III. NEAREST NEIGHBOR RECOGNIZER 

The Nearest Neighbor recognizer was adopted for recognition 
[34],the Mahalanobis Cosine (MAHCOS) distance is used for 
similarity measures. For both face identification/verification the 
minimum distance classifier using Mahalanobis Cosine 
(MAHCOS) distance gives the best results [35].  

IV. THE PROPOSED FACE RECOGNITION 
SYSTEM  

The proposed face recognition system is described as in the 
following stages: 

Stage 1- Preprocessing: Preprocessing of faces images prior 
to face detection and classification is essential. 

Stage 2- Face Detection: In this stage, the face is detected 
using the proposed skin method [22]. 

Stage 3- Gabor Feature Extraction: This stage is extracting 
Gabor magnitude features from the rectangular image obtained 
in stage 2[31,32]. 

Stage 4- PCA Feature Extraction: In this stage, PCA is used 
for dimensionality reduction. 

Stage 5- Recognition Process: In this part, a new face is 
recognized using nearest neighbor recognizer. All stages of the 
proposed system are illustrated in figure 1. 
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Figure 1 The proposed face recognition system. 

 

V. EXPERIMENTS AND RESULTS 

The face image database used in the experiments is the 
ORL Database of Faces[36], which consists of 40 subjects 
with10 face images available for each subject. Some samples of 
images from this database is shown in figure 2. These face 
images varies in facial expression and illumination. In the 
experiments, the size of each image is 92x112 pixels, with 256 
grey levels per pixel. The data in experiments were divided into 
training, evaluation and test sets. The first 3 images will serve 
as the training set, the next three images will serve as the 
evaluation set and the remaining images will serve as test 
image set .MATLAB Version 7.10.0.499 (R2010a) is used to 
conduct the experiments. 

 

 
Fig. 2. Sample images of AT&T Laboratories Cambridge 

Faces Directories (The ORL Database of Faces). 
 
The results of the proposed method are shown in the figures 

3.  
 

 
  
Figure 3: the recognition rate of the proposed method 
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Fig. 4. Sample images: The university of Tabuk instructors. 
 
The proposed method shown in Fig. 1 is compared with 

PCA, DCT and Haar wavelets using the data set in figure 4. 
The results are shown in figure 5. 

 

 
  
Fig. 5. The recognition rate of the proposed method, PCA, 

DCT and Haar Wavelets. 

VI. CONCLUSION 

The proposed face recognition system based on Gabor features 
and PCA using Nearest Neighbor has been introduced and 
evaluated. Using Nearest Neighbor, the proposed face 
recognition system gave the highest recognition rate in all the 
experiments, as compared with PCA, DCT and Haar wavelet. 
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