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Abstract-A Content Delivery Network (CDN) is a distributed network of servers (that provide web content) and file storage devices deployed in 
various geographical locations such that when requests are being made by users, these requests are redirected via GEO-DNS to the closest 
content repository to the user for response. This work proposes an adaptive request routing algorithm to choose the replica server using network 
proximity and a combination of Quality of Service metrics. The metrics include: bandwidth, availability of server, and latency. This is because 
the original intention of CDNs is for surrogate servers to respond to request from clients that are closer in proximity. This is not always the best 
option because the closest surrogate may either be overloaded (making it unavailable) or the connection may be poor. Thus, proximity with a 
mixture of metric are combined to choose the best surrogate to respond to request. . In contrast to most works in existing literature, this study 
employs three metrics and five membership functions (Very high, High, Medium, Low and Very low) based on the rules guiding fuzzy logic to 
give an accurate measure for each of the three metrics used in order to determine without errors when to grant or deny a request from the users. 
This makes it an improvement on existing works that used some other metrics and only three membership functions (High, Medium and Low), 
this research uses two additional membership functions which help to give a more precise measure of the variables in question and hence 
improves the efficiency of the request delivery, thus giving users of the network more robust information as regards the quality of web content 
service delivery. 
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I. INTRODUCTION 

Over the years, the internet as a ubiquitous media for 
sharing, managing and delivering content has experienced 
tremendous growth and maturity. Driven by rapid 
acceptance of broadband access along with increase in 
system complexity and content richness in addition to 
migrating to a plethora of devices, the number of users 
continues to grow at a quick rate [11]. Lager audiences 
embracing the “digital lifestyle” are requesting greater and 
greater volumes of content on a daily basis [13]. Also, 
according to a report by [14], 18 million households in 
Europe came online between 2005 and 2008. In addition to 
that, there is increase in penetration of multimedia devices 
such as smart phones and this in turn has altered internet 
usage pattern from beingpartially online to alwaysonline. As 
a result of this growth and pervasiveness, there has been an 
unusually large growth in network traffic. 

The need therefore arose for effective management and 
effective delivery for fast access of information. Also, the 
web is seen as a tool to deliver rich content to users and as 
such, efforts need to be made to ensure that there is no 
decline in the quality of service and also to ensure that 
access delay is reduced a minimum, hence over the years 
there has been an evolution of technologies that aim to 
improve content delivery and service provisioning over the 
web[21]. 

An approach that was employed was to modify 
traditional web architecture by upgrading the web server 
hardware adding a high-end processor, upgrading the 
memory and adding to the disk space. This approach tends 
to slightly helps to reduce the performance problem. 
However, it didn’t provide a lasting solution because of the 
fact that there is a constant surge in network traffic as more 
and more people surf the web on a daily basis. Moreover, 

this approach was not flexible as opined by [11] because it 
gets to certain point when small enhancements become 
impossible and the only option is to replace the entire web 
server system [21]. 

Another approach that was used was to improve 
performance and reducing bandwidth usage, especially for 
narrowband users, is by deploying caching proxies. Caching 
proxies may also be equipped with technologies to detect a 
server failure and maximize efficient use of caching proxy 
resources. Users often configure their browsers to send their 
Web request through these caches rather than sending 
directly to origin servers. When this configuration is 
properly done, the user’s entire browsing session goes 
through a specific caching proxy. Thus, the caches contain 
most popular content viewed by all the users of the caching 
proxies. A provider may also deploy different levels of 
local, regional, international caches at geographically 
distributed locations. Such arrangement is referred to as 
hierarchical caching which may provide additional 
performance improvements and bandwidth savings [3]. 

A different approach for better performance was the use 
of server farms. A server farm is a group of networked 
servers that distributes tasks in a way that maximized 
efficiency and minimizes the risk of losing data. According 
to [11], each server in the farm shares the burden of 
responding to requests for the same web site. Although 
server farms and hierarchical caching through caching 
proxies are useful techniques to address the Internet Web 
performance problem, they have limitations. In the first 
case, since servers are deployed near the origin server, they 
do little to improve the network performance due to network 
congestion. Caching proxies may be beneficial in this case. 
But they cache objects based on client demands. This may 
force the content providers with a popular content source to 
invest in large server farms, load balancing, and high 
bandwidth connections to keep up with the demand. To 
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address these limitations, another type of content network 
has been deployed in late 1990s. This is termed as Content 
Distribution Network or Content Delivery Network, which is 
a system of computers networked together across the 
Internet to cooperate transparently for delivering content to 
end-users. 

II. CONTENT DELIVERY NETWORKS 

A Content Delivery Network (CDN) is a distributed 
network of servers (that provide Web content) and file 
storage devices deployed in various geographical locations 
such that when requests are being made by users, these 
requests are redirected via GEO-DNS to the closest content 
repository to the user for response. According to [27; 20], 
CDNs maximize bandwidth, increase accessibility and 
maintain correctness through content replication. 

 
Figure 1: Content Delivery Network overview Source: [22] 

A CDN has some combination of content-delivery, 
request-routing, distribution and accounting infrastructure. 
The content-delivery infrastructure consists of a set of edge 
servers (also called surrogates) that are distributed in various 
geographical locations to deliver copies of content to end-
users. The request-routing infrastructure is responsible to 
directing client request to appropriate edge servers. It also 
interacts with the distribution infrastructure to keep an up-
to-date view of the content stored in the CDN caches. 
Thedistribution infrastructure moves content from the 
origin server to the CDN edge servers and ensures 
consistency of content in the caches. The accounting 
infrastructure maintains logs of client accesses and records 
the usage of the CDN servers. This information is used for 
traffic reporting and usage-based billing. 

The conventional client-server communication is 
replaced by two communication flows: one between the 
requesting client and a surrogate server, and the other 
between the surrogate server and the origin server. This is 
illustrated in Figure 2. 

There are three major key players in the CDN 
architecture. They are: content provider; CDN provider; and 
end-users. A content provider delegates the URI name space 
of the Web objects to be distributed. A CDN provider 
provides infrastructure facilities to content providers in 
order to deliver content in a timely and reliable manner. This 
content include static content (e.g. static HTML pages, 
images, documents, software patches), streaming media (e.g. 
audio, real time video), User Generated Videos (UGV), and 
varying content services (e.g. directory service, e-commerce 

service, file transfer service). Figure 3 depicts the various 
types of content distributed. End-users or clients are the 
entities who access content from the content provider’s 
website. 

 
Figure 2: Client-Server Connection vs. CDN 

 
Figure 3: Content Served by CDN [21] 

The following are the basic functions of a CDN: 
a. Direct a client’s request to the closest suitable surrogate 

server so as to bypass congestion thus overcoming flash 
crowds. 

b. Replicate content on surrogate servers on behalf of 
origin server. 

c. Manage the network components, the accounting 
infrastructure and monitors report on content usage. 
Major CDN problems are surrogate server 

implementation, request-routing from clients to either a 
surrogate server or the origin server, content distribution and 
synchronization from origin server to surrogate servers, 
client authentication, authorization and accounting (AAA), 
and the same level of security enforcement by the surrogate 
servers and the origin server.  However, the focus of the 
research is on request-routing.  

III. REQUEST ROUTING 

The request-routing system consists of network 
elements that are responsible for routing clients request to an 
appropriate surrogate server for the delivery of content. [9], 
posited that if the response time for a web request exceeds 8 
seconds, about 30% of users leave the request. The increase 
in response time is directly related to performance loss, 
congestion and a large number of users reloading the 
website, making access to the website worse. A common 
approach is to direct clients request to the replica server 
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closest to the client. However, the closest server may not be 
the best to direct client’s request to in order to maintain high 
quality of service as opined by [7]. Instead, a set of 
parameters could be considered during this selection 
process, such as distance, speed, available bandwidth and 
surrogate server load. 

[21], noted that the content selection and delivery 
techniques (i.e. full-site and partial-site) used by a CDN 
have a direct impact on the design of its request-routing 
system. If the full-site approach is used by a CDN, the 
request-routing system assists to direct the client requests to 
the surrogate servers as they hold all the outsourced content. 
On the other hand, if the partial-site approach is used, the 
request-routing system is designed in such a way that on 
receiving the client request, the origin server delivers the 
basic content while surrogate servers deliver the embedded 
objects. 

The request-routing system in a CDN has two parts: 
deployment of a request-routing algorithm [25], and use of a 
request-routing mechanism as explained in the work of [21]. 

Request-routing algorithms can be divided into two 
categories: adaptive algorithms and non-adaptive 
algorithms. In adaptive algorithms, the choice is made based 
on the server’s status, requiring constant monitoring this it 
demonstrates high system roboustness [28] in the face of 
flash crowd events. Innon-adaptive algorithms, the choice is 
based on heuristics, and then a lightweight processing by not 
requiring monitoring. 

Request-routing mechanisms inform the client about the 
selection of replica server, generated by the request-routing 
algorithms.  

IV. RELATED WORKS 

Request Routing Algorithms 
The simplest method of distributing requests among a 

number of web servers is the Round Robin approach [30; 
24; 26], in which each request is server by a different server 
following a cyclic order. It is generally assumed that the 
servers are placed in the same place [19], and they all have 
the same capacity and share the same network. The success 
of this algorithm is exhibited over small network subsets 
containing nodes that are close on network distance.  

[10]. Considered an algorithm that takes into 
consideration the percentage of client requests that each 
replica server receives. In this algorithm assumption is made 
that the server receiving more requests is the more powerful 
thus client’s requests are directed to the more powerful 
servers to achieve better resource utilization.  

Another algorithm which is based on the non-adaptive 
technique is the random algorithm [10;17]. This randomly 
distributres requests to replica servers. 

[12]. Proposed a non-adaptive algorithm that calculates 
a hashing function h from a large space of identifiers based 
on the URL content. 

[8]. Proposed an adaptive algorithm referred to as Least 
Loaded that directs client’s request to the server with the 
highest idle capacity. This is determined by observing the 
current state of the server via protocol as posited by [5]. 

[2; 1], proposed an adaptive algortihm that uses client-
server latency for request routing by taking into account 
either client access logs or passive server-side latency 
measurement. Based on this algorithm, client’s requests are 

redirected to a replica server that reports the minimal latency 
to the client. 

[23]. Use an adaptive request-routing algorithm that 
selects the replica server closest to the clients in terms of 
network proximity. The metric estimation in Globule is 
based on path length which is updated periodically. The 
metric estimation service used in globule is passive, which 
does not introduce any additional traffic to the network. 

An adaptive algorithm was proposed by [15], based on 
a mathematical model. Request arriving rate and the 
requisition arriving rate variation in a certain time interval 
are considered in decision-making. 

In this paper, [18],  proposed a new algorithm to choose 
the replica server in CDN networks using fuzzy logic. The 
fuzzy logic is feasible for this environment by simplifying 
the process modeling system, dispensing complex 
mathematical system, and leave the system closer to human 
thinking. 

By simulations, they showed that the proposed 
algorithm gives good results comparing with other 
algorithms available in the literature. The main benefit was 
the lowest request response time obtained in three 
topologies tested. Furthermore, the algorithm presented the 
lowest standard deviation in these topologies, showing it 
gives a stable solution. 

However, the simulation methodology could not show 
the performance of the proposed algorithm in real systems. 
Although Fuzzy logic produces a low impact in modern 
processor’s performance, the researchers do not guarantee 
the algorithm scalability. 

V. METRIC SELECTION 

CDNs improve Web performance and have been 
proposed to maximize bandwidth, improve accessibility and 
maintain correctness through content replication [19; 3; 21; 
22]. Requested web content spend less time on the network 
as surrogate servers are proximate to the clients making the 
request thus the geographical space that traversed is less 
[17]. Based on the aforesaid, one of the parameters that is 
considered when routing requests in CDN is proximity as 
obtained in the work of [16]. However, choosing surrogates 
based on proximity alone may not be the best choice 
because the closest surrogate may be over loaded at the time 
a request is being sent to it, thus increasing the response 
time of the request and increasing the user-percieved latency 
of the network. Hence, a combination of other Quality of 
Service metrics are considered. These are: 1. Availability of 
server and 2. Availabilty of bandwidth [21]. Availability of 
server implies that the server is reliable and being reliable 
means that the server is able to deliver a specified service. A 
popular method of indicating availability is calculate the 
fraction of the server’s operational lifetime during which it 
has been accessible, yeilding a decimal representation that 
ranges between 0 and 1 [4]. 

This work proposes an adaptive algorithm to choose the 
replica server using network proximity and a combination of 
Quality of Service metrics. The metrics include: bandwidth, 
availability of server, and latency. This is because the 
original intention of CDNs is for surrogate servers to 
respond to request from clients that closer in proximity. This 
is not always the best option because the closest surrogate 
may either be overloaded (making it unavailable) or the 
connection may be poor. Thus, proximity with a mixture of 
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metric are combined to choose the best surrogate to respond 
to request. 

VI. FUZZIFICATION 

For each one of the metrics used, there is defined 
membership function as proposed by [31], which maps the 
input parameters, generally numerical and accurate 
definition used in classic Boolean logic. This is to allow the 
request-routing mechanism to deal with subjective, 
imprecise and ambiguous information. All of the metrics 
used have five linguistic values attached to them: 
a. Network proximity: Very high proximity, high 

proximity, medium proximity, low proximity, and very 
low proximity. 

b. Availability of server: Very high availability, high 
availability, medium availability, low availability, and 
very low availability. 

c. Bandwidth: Very high bandwidth, high bandwidth, 
medium bandwidth, low bandwidth and very low 
bandwidth. 

 
Figure 4: Membership function for Network Proximity 

 
Figure 5: Membership function for Server Availability 

 
Figure 6: Membership function for bandwidth availability. 

The membership functions for the three parameters i.e 
Network proximity, Bandwidth availability and server 
availability as shown in the figures above were obtained by 
varying the respective input variables using five 
membership functions (Very Low, Low, Medium, High and 
Very High) and ten values each to represent the ranges for 
the three parameters considered. The y-axis of the graphs is 
varied from 0 to 1 to depict a typical fuzzy logic scenario. 

Because of the impreciseness and ambiguity of fuzzy 
logic, defining the inference rule is not a straightforward 
task. Hence, the Wang and Mendel’s [29], fuzzy rule 
learning method is employed. This is because over the years, 
its high performance has been clearly demonstrated due to 
its comprehensiveness and simplicity [6],and it generates its 
Rule Base by looking for and selection the rules with the 
best individual performance.  

Table 1: Rule Evaluation Table 

Network 
Proximity 

Server 
Availability 

Bandwidth 
Availability 

Rule 

Very Low Very Low Very Low Deny 
Request 

Very Low Very Low Low Deny 
Request 

Very Low Very Low Medium Deny 
Request 

Very Low Very Low High Deny 
Request 

Very Low Very Low Very High Deny 
Request 

Very Low Low Very Low Deny 
Request 

Very Low Low  Low Deny 
Request 

Very Low Low Medium Deny 
Request 

Very Low Low High Deny 
Request 

Very Low Low Very High Deny 
Request 

Very Low Medium Very Low Deny 
Request 

Very Low Medium Low Deny 
Request 

Very Low Medium Medium Grant 
Request 

Very Low Medium High Grant 
Request 

Very Low Medium Very High Grant 
Request 

Very Low High Very Low Deny 
Request 

Very Low High Low Deny 
Request 

Very Low High Medium Grant 
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Request 
Very Low High High Grant 

Request 
Very Low High Very High Grant 

Request 
Very Low Very High Very Low Deny 

Request 
Very Low Very High Low Deny 

Request 
Very Low Very High Medium Grant 

Request 
Very Low Very High  High Grant 

Request 
Very Low Very High Very High Grant 

Request 
Low Very Low Very Low Deny 

Request 
Low Very Low Low Deny 

Request 
Low Very Low Medium Deny 

Request 
Low Very Low High Deny 

Request 
Low Very Low Very High Deny 

Request 
Low Low Very Low Deny 

Request 
Low Low Low Deny 

Request  
Low Low Medium Deny 

Request 
Low Low High Deny 

Request 
Low Low Very High Deny 

Request 
Low Medium  Very Low Deny 

Request 
Low Medium Low Deny 

Request 
Low Medium Medium Grant 

Request 
Low Medium High Grant 

Request 
Low Medium Very High Grant 

Request 
Low High Very Low Deny 

Request 
Low High Low Deny 

Request 
Low High Medium Grant 

Request 
Low High High Grant 

Request 
Low High Very High Grant 

Request 
Low Very High Very Low Deny 

Request 
Low Very High Low Deny 

Request 
Low Very High Medium Grant 

Request 
Low Very High High Grant 

Request 
Low Very High Very High Grant 

Request 
Medium Very Low Very Low Deny 

Request 
Medium Very Low Low Deny 

Request 
Medium Very Low Medium Grant 

Request 
Medium Very Low High Grant 

Request 
Medium Very Low Very High Grant 

Request 
Medium Low Very Low Deny 

Request 

Medium Low Low Deny 
Request 

Medium Low Medium Grant 
Request 

Medium Low High Grant 
Request 

Medium Low Very High Grant 
Request 

Medium Medium Very Low Grant 
Request 

Medium Medium Low Grant 
request 

Medium Medium Medium Grant 
Request 

Medium Medium High Grant 
Request 

Medium Medium Very High Grant 
Request 

Medium High Very Low Grant 
Request 

Medium High Low Grant 
Request 

Medium High Medium Grant 
Request 

Medium High High Grant 
Request 

Medium High Very High Grant 
Request 

Medium Very High Very Low Grant 
Request 

Medium Very High Low Grant 
Request 

Medium Very High Medium Grant 
Request 

Medium Very High High Grant 
Request 

Medium Very High Very High Grant 
Request 

High Very Low Very Low Deny 
Request 

High Very Low Low Deny 
Request 

High Very Low Medium Grant 
Request 

High Very Low High Grant 
Request 

High Very Low Very High Grant 
Request 

High Low Very Low Deny 
Request 

High Low Low Deny request 
High Low Medium Grant 

Request 
High Low High Grant 

Request 
High Low Very High Grant 

Request 
High Medium Very Low Grant 

Request 
High Medium Low Grant 

Request 
High Medium Medium Grant 

Request 
High Medium High Grant 

Request 
High Medium Very High Grant 

Request 
High High Very Low Grant 

Request 
High High Low Grant 

Request 
High High Medium Grant 

Request  
High High High Grant 

Request 
High High Very High Grant 

Request 
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High Very High Very Low Grant 
Request 

High Very High Low Grant 
Request 

High Very High Medium Grant 
Request 

High Very High High Grant 
Request 

High Very High Very High Grant 
Request 

Very High Very Low Very Low Deny 
Request 

Very High Very Low Low Deny 
Request 

Very High Very Low Medium Grant 
Request 

Very High Very Low High Grant 
Request 

Very High Very Low Very High Grant 
Request 

Very High Low Very Low Deny 
Request 

Very High Low Low Deny 
Request 

Very High Low Medium Grant 
Request 

Very High Low High Grant 
Request 

Very High Low Very High Grant 
Request 

Very High Medium Very Low Grant 
Request 

Very High Medium Low Grant 
Request 

Very High Medium Medium Grant 
Request 

Very High Medium High Grant 
Request 

Very High Medium Very High Grant 
Request 

Very High High Very Low Grant 
Request 

Very High High Low Grant 
Request 

Very High High Medium Grant 
Request 

Very High High High Grant 
Request 

Very High High Very High Grant 
Request 

Very High Very High Very Low Grant 
Request 

Very High Very High Low Grant 
Request 

Very High Very High Medium Grant 
Request 

Very High Very High High Grant 
Request 

Very High Very High Very High Grant 
Request 

 
For this work, the Network Proximity is determined 

using the rate of return when a packet is sent; the Server 
Availability is determined using the number of requests 
granted while the Bandwidth Availability is determined 
using the speed at which the hosts on the network are able to 
access the internet or network. 

VII. CONTRIBUTION TO KNOWLEDGE 

This work employed the use of five membership 
functions namely Very high, High, Medium, Low and Very 
Low to give a measure of the three parameters used in this 
paper which are Network Proximity, Server Availability and 

Bandwidth Availability. In contrast to most works in 
existing literature, this work employs three metrics to 
determine request delivery which makes it an improvement 
on existing works that used other metrics where only three 
membership functions (High, Medium and Low) were used, 
this work uses two additional membership functions which 
help to give a more precise measure of the variables in 
question and hence improves the efficiency of the request 
delivery, thus giving users of the network more robust 
information as regards the denial or grant of requests. 

VIII. CONCLUSION 

[9], posited that if the response time for a web request 
exceeds 8 seconds, about 30% of users leave the request. 

The increase in response time is directly related to 
performance loss, congestion and a large number of users 
reloading the website, making access to the website worse. 
A common approach is to direct clients request to the replica 
server closest to the client. However, the closest server may 
not be the best to direct client’s request to in order to 
maintain high quality of service as opined by [7]. Instead, a 
set of parameters could be considered during this selection 
process, such as distance, speed, available bandwidth and 
surrogate server load. In this paper, three parameters were 
used to determine the result of the request; they are Network 
proximity, Server availability and Bandwidth availability. 
By using fuzzification which is what wasemployed in this 
paper, it is possible to determine to what extent each of the 
parameters is rated for aparticularinstanceand based on this 
we can be able to determine the minimal requirement 
expected of the three parameters in order for the request to 
be granted or denied. 

For further work another passionate researcher can 
implement the fuzzy logic algorithm using a computer 
program and then compare the performance of the fuzzy 
logic algorithm with other algorithms to determine how 
efficient our fuzzy logic algorithm is in comparison with 
other algorithms used in request routing for web content in 
Content Delivery Networks. 
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