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Abstract: Data mining gradually became big data mining as the enterprises are causing exponential growth of data. Comprehensive mining of 

such data can bestow accurate business intelligence. Towards this end big data mining has become a new buzz word in the mining paradigm. 

The emergence of technologies such as virtualization and cloud computing paved way for the processing of big data which is characterized by 

Volume, Velocity and Variety. For big data processing, a new programming model, MapReduce is used. This framework runs in distributed 

environment to process huge amount of data. There are many distributed programming frameworks such as Hadoop, Haloop, Dryad, Sailfish, 

and AROM that are based on MapReduce and equivalent programming paradigms. The success of enterprises in future depends on the 

intelligent mining of big data for comprehensive business intelligence. At the same time privacy preserving data mining also important as the 

data mining should not be taken place at the cost of privacy. In this paper we explore big data mining, distributed programming frameworks and 

the privacy preserving data mining practices and techniques.  
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I. INTRODUCTION 

Big data is the data which has characteristics such as 

Volume, Velocity and Variety (V3). As the data of 

enterprises is growing exponentially every year, it became 

imperative to take care of mining or extracting trends from 

the huge amount of data in order to make expert decisions 

from the derived intelligence. In this context, traditional data 

mining is inadequate and there is need for new algorithms 

for managing big data. Big data is measured in peta bytes 

(See Figure 1). Such huge amount of data when processed 

can provide comprehensive business intelligence. Thus the 

big data mining needs huge amount of computing resources 

as well. For this reason it can be done using cloud 

computing, the new computing model, which enables the 

storage and processing of huge amount of data.  
 

 

Figure 1 – Illustrates how big data is measured [32] 

 

Processing huge amount of data can also provide big 

value to enterprises as they can make well informed 

decisions that can help them to grow faster. There are many 

distributed programming frameworks such as Hadoop, 

Haloop, Dryad and so on that make use of a new 

programming model named “MapReduce” which can 

process huge amount of data in distributed environment.  

Having said this the data mining can be performed with 

ease using cloud computing and the traditional data mining 

techniques are not efficient in the distributed environment 

where parallel processing can leverage efficiency of IT 

systems. In this context, it is possible that data mining 

operations might disclose privacy of individuals. Thus 

privacy preserving data mining (PPDM) became imperative. 

Towards this end many techniques like k-Anonymity, l-

diversity, and t-closeness came into existence. In this paper 

we throw light into the big data mining and its challenges, 

distributed programming frameworks and PPDM 

techniques. The remainder of this paper is structured as 

follows. Section 2 provides insights into big data mining. 

Section 3 discusses various distributed programming 

framework and their merits and demerits. Section 4 focuses 

on the PPDM techniques for big data mining. Section 5 

concludes the paper besides providing recommendations for 

future work.  

II. BIG DATA MINING 

Jones et al. [1] discussed various for large radio arrays 

with respect to big data challenges. Smith et al. [2] focused 

on the privacy issues of big data mining associated with 

social media. They analyzed threat to individuals and their 
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privacy over social networking. Location based big data 

handling is designed and analysis was made. In process they 

could analyze the capabilities of social media to protect 

privacy of users. Begoli and Horey [3] focused on the design 

principles that can help in mining from big data effectively. 

The design principles they devised include support for 

various analysis methods, use different architectures or sizes 

and make data accessible. Kaisler et al. [4] discussed about 

issues with big data. They include transport and storage 

issues, management issues, and processing issues. They also 

focused on analytical challenges such as machine learning 

techniques, visualization, video analysis, and cloud 

computing, data mining algorithms, and analyzing 

structured data.  

Kumar et al. [5] focused on handling big data using 

cloud computing. They also proposed a secure mechanism 

to handle data. Wu et al. [6] proposed a theorem known as 

HACE that can represent and characterize big data. They 

proposed a framework for big data mining.  

 

Figure 2 – Framework for processing big data 

As can be seen in Figure 2, it is evident that the big data 

mining platform can a series of activities that can form a life 

cycle. The operations also include information sharing and 

data privacy besides big data applications and extracted 

knowledge that provides comprehensive business 

intelligence [6].  

Yang and Fong [7] focused on the decision tree 

algorithm named iOVFDT which was used to handle 

concept-drift problem in big data analysis. Tien [8] made 

projections on big data mining and its future prospect. Lee 

[9] also discussed about the future of the organizations in 

the wake of cloud computing and big data mining. 

Especially they discussed about “Bring Your Own Device” 

concept. Katal et al. [10] focused on good practices of big 

data besides its challenges and issues. They opined that big 

data mining is required to handle data of IT industries, 

sensor data, risk analysis, social data, and government data. 

The challenges and issues include privacy and security, data 

access and sharing, processing and storage issues, analytical 

challenges, technical challenges, skill requirement, quality 

of data, and scalability. The tools and techniques available 

include Hadoop, MapReduce and distributed programming 

frameworks. Bertino [11] has thrown light into big data 

opportunities and challenges. The challenges include data 

acquisition, information extraction, data integration, query 

processing, interpretation while there are plethora of 

advantages such as comprehensive business intelligence for 

well informed decision making.  

Doshi et al. [12] explored the combined usage of SQL 

and NOSQL approaches for big data mining. They explored 

the big data mining using ORM techniques such as 

Hibernate. Chen et al. [13] explored cloud based 

SpiderMine which is meant for mining big data using cloud 

computing paradigm. Especially they studied efficient large 

graph pattern mining. The experimental results revealed that 

SpiderMine can efficiently mine top-k large patterns from 

big data. Xxx focused on risk involved in big data mining. 

The risks include information disclosure and over sharing, 

risk related to location based information, information 

aggregation risk, and privacy preserving data mining 

(PPDM).  

III. DISTRIBUTED PROGRAMMING 

FRAMEWORKS 

There are many distributed programming frameworks 

that allow processing of voluminous data in distributed 

environment. One of the famous frameworks is Apache 

Hadoop which makes use of MapReduce, a new model of 

programming, to process huge amount of data. Figure 3 

presents MapReduce operations with Apache Hadoop.  
 

 

Figure 3 – Architectural overview of Apache Hadoop 

As can be seen in Figure 3, it is evident that the 

architecture shows multiple nodes that act as slave and they 

work under a master node. There is option pertaining to task 

assignment and job tracking. This is facilitated in master 

node while the slave nodes are meant for processing data 

and give results back to the master. All these things are 

taken place in direct response to the end users’ 

requirements. MapReduce programming is essential to work 

with big data as it can leverage the parallel processing of the 

world. The framework is as shown in Figure 4.  
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Figure 4 – Map Reduce operations 

As can be seen in Figure 4, it is evident that the 

MapReduce programming has various things such as input 

files, Map phase which is carried out by worker nodes, 

intermediate files on local disks and Reduce phase is also 

carried out by worker node and finally output files are 

generated and used.  

 

Figure 5 – Haloop compared with Hadoop 

Bu, Howe, and Ernst [33] proposed a modified variant 

of Hadoop that can process data iteratively on large clusters. 

It extends MapReduce and also provides various capabilities 

to it including caching mechanisms, loop aware task 

scheduler and other features. As real time applications need 

to process huge amount of data in terms of data mining and 

data analysis Hadoop came into existence. In Hadoop the 

main programming model is known as MapReduce which is 

suitable for processing big data. Hadoop is a distributed file 

system that supports processing huge amount of data in 

terabytes or more in distributed environments such as cloud 

computing. As MapReduce is already a scalable and 

efficient programming model that is improved further. 

Another tool that has been focused is dryad which is also a 

popular platform for processing big data. 

 

Figure 6 – Sailfish processing huge amount of data 

Rao, Ramakrishnan, and Silberstien [34] presented a 

new framework for processing big data known a Sailfish. It 

also uses MapReduce layer. However, its design is 

improved to enhance Map and Reduce phases of the new 

programming paradigm suited for big data processing. They 

have built sailfish in such way that it can improve 20% 

faster performance when compared with Hadoop besides 

supporting a new future known as auto-tuning. They studied 

many frameworks and presented Sailfish. The frameworks 

they studied include MapReduce, Dryad, Hadoop, and Hive. 

The authors have improved the functionality of MapReduce 

in their framework by name Sailfish [34]. The map tasks and 

reduces tasks and their functionality has been improved as 

shown in figure 7. 
 

 

Figure 7 – MapReduce model (a), comparison with Dryad and PageRank of 
AROM 
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As can be seen in figure 8 (a), the MapRedue model ha 

many phases involved. Important phases are Map phase and 

Reduce phase. First of all, the DFS component take bit data 

and splits the data. Such data is mapped in the Map phase. 

Afterwards, the maps are processed using Shuffle phase on 

the file system. Afterwards, the Reduce phase generates 

final output. The MapReduce model has some drawbacks. 

They include mandated shuffle phase is not efficient, and 

joins are also cumbersome. The other programming model is 

known as DFG. Based example for DFG is Microsoft’s 

Dryad. The pipelining in Dryad is better than that of 

MapReduce [35].  

IV. PRIVACY PRESERVING KNOWLEDGE 

DISCOVERY 

Privacy Preserving Data Mining (PPDM) has been 

around for some years which deals with preserving privacy 

while exposing data for data mining. Verykios et al. [16] 

classified privacy preserving techniques into data 

distribution, data modification, data mining algorithm, data 

or rule hiding, and privacy preservation. The first one refers 

to the distribution of data, the second one changes made to 

data, the third one refers to the procedure followed for 

mining, the fourth one refers to the hiding of rules or data 

while the fifth one refers to the act of not revealing identity 

of individuals in the dataset. Wu et al. [17] classified the 

PPDM techniques with simplified classification.  

 

Figure 1 – Summary of PPDM algorithms 

As can be seen in Figure 1, the PPDM techniques were 

classified into the techniques related to data distribution, 

hiding purpose, DM types or algorithms and PP techniques 

[17]. Chiu and Tsai [18] used k-anonymity model for 

privacy preserving data mining. Anonymity refers to the fact 

that the attributes in dataset are modified in such a way that 

identity of individuals will not be revealed. This is essential 

in data mining especially the mining process is outsourced 

to a third party.  

 

Figure 2 – Shows normal data (a) and anonym zed data (b) 

As can be seen in Figure 2, it is evident that the patient 

diagnosis data has some sensitive columns which are to be 

anonymized when the data is given for data mining. The 

anonymized data can be seen in figure 2 (b). There are three 

columns anonymized. Therefore this is called k-anonymity 

where k value is 3. More information on this can be found in 

[18]. Magkos et al. [19] employed election paradigm for 

privacy preserving data mining. They also discussed about 

its security requirements. Their approach proved to be 

effective as a building block which is used to obtain 

Random Forests Classification with accurate prediction 

performance. A good review of PPDM techniques were 

presented in [20], [21], [22] and [25].  

Dasgupta et al. [23] introduced and discussed many 

metrics meant for measuring privacy and also explored to 

visualize the same. Chakravorty [24] explored PPDM 

techniques for smart homes. They also focused on data 

security and privacy in all data mining operations. Mogre et 

al. [26] applied PPDM techniques for high – dimensional 

data. Especially their focus was on anonymization 

techniques. Mogre and Patil [27] did similar kind of work 

and named the technique as SLICING which is an approach 

for handling high-dimensional data with privacy. Clifton et 

al. [29] explored tools which are used for PPDM. They 

discussed some methods for PPDM known as Secure Sum, 

Secure Set Union, and Secure Size for Set Intersection, and 

Scalar Product. The applications with which they employed 

the tools include association rule mining and EM clustering. 

V. PPDM ON BIG DATA 

Gosain and Chugh [28] explored PPDM methods for 

big data mining. As the traditional methods for PPDM are 

not sufficient for big data, new mining techniques are to be 

explored. In [28] three methods are discussed such as data 

anonymization, differential privacy and notice and consent. 

For data anonymization K-Anonymity [30], T-Closeness 

[31] and L-Diversity [30] are discussed with their 

limitations with respect to big data mining. Suppression and 

generalization can be used to achieve k-Anonymity. With 

respect to suppression, quasi identifiers are replaced using 

some constant values while the generalization replaces with 

general values. L-diversity brings about diversity in the 

sensitive attributes of given dataset. Differential privacy is 

another technique which is meant for reducing chances 
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finding identity of individuals in the data. For this reason 

this is most useful technique which can be applied to big 

data as well. In this technique data is not modified as 

opposed to k-Anonymity. Moreover user has no direct 

access to database and it can act as a firewall which will 

preserve privacy. There are many advantages of using 

differential privacy. The original data need not be modified. 

Noise is added to results only. The distortion is done in such 

a way that the values are useful for analysis.   

VI. PPDM RESULTS 

As explored in [18] PPDM causes information 

distortion. For instance k-Anonymity can cause some 

information loss or distortion. Experimental results on the k 

value and the information distortion for Iris dataset and 

Wine dataset are presented in Figure 3. 

 

Figure 3 – Information distortion dynamics for Iris and Wine datasets (k-
Anonymity results) 

As can be seen in Figure 3, it is evident that the 

information distortion is there due to perturbation of data in 

order to preserve privacy [18]. The classification results of 

Random Forests as explored in [19] are presented in Figure 

4. 

 

Figure 4 – Classification results using Random Forests 

As can be seen in Figure 4, it is evident that the 

classification results reveal that the RF has better 

classification performance which is measured using F-

measure which is the combined result of precision and recall 

metrics.  

VII. CONCLUSIONS AND RECOMMENDATIONS 

In this paper we study big data mining, distributed 

programming frameworks and the privacy preserving data 

mining for big data. Since big data refers to large volumes 

of data which is being accumulated in enterprises, 

processing such huge amount of data is called big data 

mining. Big data mining can get rid of biased conclusions as 

it can process data comprehensively and bring about 

business intelligence that can help enterprises to grow faster 

organically. Big data mining derives value from big data 

which is essential for expert decision making. Moreover big 

data mining needs a new programming paradigm known as 

MapReduce. Many frameworks came into existence that 

depends on MapReduce or such programming paradigm. 

They include Hadoop, Halopop, Sailfish, Dryad and AROM. 

When data is process in distributed environment like cloud 

computing, it is essential to ensure the privacy of the 

individuals that are associated with data being mined. Thus 

privacy preserving data mining techniques came into 

existing. This paper throws light into big data mining, 

distributed programming frameworks and the PPDM 

techniques. This research can be further extended to design 

and implement algorithms that can leverage the true parallel 

processing power of distributed programming frameworks 

in the real world besides preserving privacy.  
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