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Abstract: We have shown that Open Nebula and Haizea can be used together to provide a VM management solution supporting a variety of lease 
types, and have presented experimental results showing how an advance reservation lease can be created by leveraging the suspend/resume capability 
of VMs to preempt lower-priority leases. Our results stress the importance of accurately and separately scheduling not just VM deployment over. but 
also runtime overhead, such as suspend/resume actions. By accurately estimating the time to perform these actions, Haizea can schedule a suspension 
to complete before the start of a preempting lease, avoiding performance hits resulting from overlaps in VM actions. The study of the application is 
thoroughly depicted in this paper. 
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I. INTRODUCTION 

Clouds can be used to provide on-demand capacity as a 
utility. Although the realization of this idea can di er among 
various cloud providers (from Google App Engine1 to 
Amazon EC22), the most edible approach is the provisioning 
of virtualized resources as a service. These virtualization-
based clouds, like Amazon EC2 or the Science Clouds3 (which 
uses the Globus Virtual Workspace Service [4]), provide a 
way to build a large computing infrastructure by accessing 
remote computational, storage and network resources. Since a 
cloud typically comprises a large amount of virtual and 
physical servers, in the order of hundreds or thousands, 
efficiently managing this virtual infrastructure becomes a 
major concern. Several solutions, such as 
VMWareVirtualCenter, Platform Orchestrator, or Enomalism, 
have emerged to manage virtual infrastructures, providing a 
centralized control platform for the automatic deployment and 
monitoring of virtual machines (VMs) in resource pools. 

However, these solutions provide simple VM placement 
and load balancing policies. In particular, existing clouds use 
an immediate provisioning model, where virtualized resources 
are allocated at the time they are requested, without the 
possibility of requesting resources at a specific future time 
and, at most, being placed in a simple rst-come- rst-serve 
queue when no resources are available. However, service 
provisioning clouds, like the one being built by the 
RESERVOIR project4, have requirements that cannot be 
supported within this model, such as resource requests that are 
subject to non-trivial policies, capacity reservations at specific 
times to meet peak capacity requirements, variable resource 
usage throughout a VM's lifetime, and dynamic renegotiation 
of resources allocated to VMs. Additionally, smaller clouds 
with limited resources, where not all requests may be 
satisfiable immediately for lack of resources, could benefit 
from more complex VM placement strategies supporting 
queues, priorities, and advance reservations. 

In this work we explore extending the capacity 
provisioning model used in current clouds by using resource 

leases [3, 10, 9] as a fundamental provisioning abstraction. To 
do this, we have integrated the OpenNebula5 virtual 
infrastructure engine with the Haizea6 lease manager to 
produce a resource management system that can be used to 
support a variety of leases in clouds. We focus in this work on 
advance reservation leases, which can be used to satisfy 
capacity peaks known in advance, or for a variety of well-
documented use cases where advance reservations are used 
(such as co scheduling of multiple resources [12, 5, 1, 2], 
urgent computing applications [6], and reservations for 
multilevel scheduling [7, 11]). Previous work by Soto mayor 
et al. [9] presented results obtained from scheduling workloads 
that include advance reservation leases, but did so only in 
simulation. In this work, we present preliminary experimental 
results that show the effect of preempting an existing lease on 
a virtualized physical test bed to satisfy the requirements . 

II. OPEN NEBULA 

The open source Open Nebula virtual infrastructure 
engine provides the functionality needed to deploy, monitor 
and control VMs on a pool of distributed physical resources. 
The Open Nebula architecture has been designed to be edible 
and modular to allow its integration with different hypervisors 
and infrastructure configurations. 

Open Nebula is composed of three main components. The 
Open Nebula Core is a centralized component that manages 
the life-cycle of a VM by performing basic VM operations 
(e.g. deployment, monitoring, migration or termination). The 
core also provides a basic management and monitoring 
interface for the physical hosts. The Capacity Manager is a 
pluggable module that governs the functionality provided by 
the Open Nebula core. The capacity manager adjusts the 
placement of VMs based on a set of pre-defined policies. The 
default capacity scheduler implements a simple matchmaking 
policy and supports user-driven consolidation constraints. In 
order to provide an abstraction of the underlying virtualization 
layer, Open-Nebula uses pluggable Virtualizer Access Drivers 
that expose the basic functionality of the hypervisor (e.g. 
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deploy, monitor or shutdown a VM). Thus, Open Nebula is 
not tied to any specific environment, providing a uniform 
management layer regardless of the virtualization technology 
used. 

In this way, Open Nebula shapes a physical infrastructure 
to support the execution of a given service workload. 
Moreover, Open Nebula is able to dynamically scale-out this 
infrastructure by interfacing with an external cloud; an 
Amazon EC2 virtualizer driver is currently included with 
Open Nebula, and drivers could be developed to interface with 
other clouds (such as the Science Clouds, through the Globus 
Workspace Service interface). This seamless integration of an 
external cloud with in-house resources allows for elective 
access of outsourced computational capacity. 

III. HAIZEA 

Haizea is an open source lease management architecture 
developed by Soto mayor et al. [9] that Open Nebula can use 
as a scheduling backend. Haizea uses leases as a fundamental 
resource provisioning abstraction, and implements those leases 
as virtual machines, taking into account the overhead of using 
virtual machines (e.g., deploying a disk image for a VM) when 
scheduling leases. Using Open Nebula with Haizea allows 
resource providers to lease their resources, using potentially 
complex lease terms, instead of only allowing users to request 
VMs that must start immediately. 

A lease is \a negotiated and renegotiable agreement 
between a resource provider and a resource consumer, where 
the former agrees to make a set of resources available to the 
latter, based on a set of lease terms presented by the resource 
consumer" [9]. In Haizea, the lease terms include the hardware 
resources, software environments, and the availability period 
during which the hardware and software resources must be 
available. Currently, Haizea supports advance reservation 
leases, where the resources must be available at a specific 
time; best-e ort leases, where resources are provisioned as 
soon as possible, and requests are placed on a queue if 
necessary; and immediate leases, where resources are 
provisioned when requested, or not at all (this corresponds to 
the type of provisioning currently supported by Open Nebula’s 
default scheduler). Haizea maps leases to VMs, scheduling the 
deployment overhead of starting those VMs separately (so it 
will not be deducted from the lease's availability period), and 
leveraging back algorithms and the suspend/resume/migrate 
capability of VMs to schedule the leases more efficiently. 

To use Haizea as an Open Nebula scheduling backend, a 
resource provider simply has to run Haizea instead of Open 
Nebula’s default Capacity Manager. To request a lease, 
instead of a VM that must start immediately, users have to 
specify an HAIZEA option in the Open Nebula request. The 
HAIZEA option allows users to request the three types of 
leases described above. Haizea currently works with Open 
Nebula by polling it for new requests, and sending Open 
Nebula enactment commands (start VM, stop VM, etc.) and 
polling for any changes in state (e.g., VMs that end 
prematurely). This will be replaced in future versions by 
event-based communication that will allow both pieces of 
software to keep consistent state. 

IV. EXPERIMENTS 

Testing of Open Nebula’s support for leases by running 
simple workloads that combine different types of leases. We 
used Open Nebula 1.0 and Haizea Technology Preview 1.1 
(the latest versions at the time) on a test bed of veSunFire 
x4150 servers, each with two Intel Xeon Quad Core L5335 
2GHz processors (i.e., 8 cores per server) and 8GB of RAM. 
All the nodes are connected with a switched Gigabit Ethernet 
network. One of the nodes is used as a head node that hosts a 
shared NFS lesystem for all the nodes. The remaining four 
nodes all run Xen 3.2 (i.e., 32 cores are available to run VMs). 
The disk images needed by the VMs and the memory image 
les (created when a VM is suspended) are stored on the NFS 
lesystem. 
 

 
Figure: 1 

Figure 1: Number of VMs available for each of the two 
leases through time. LOW{PRIORITY is scheduled to start at 
A and is suspended between B and C (the time scheduled for 
the suspend operation varies with the number of VMs to 
suspend), in time for EXTRA{CAPACITY to start at C. At D, 
lease EXTRA{CAPACITY ends and the resumption of 
LOW{PRIORITY takes place from D to E (again, the time 
varies with the number of VMs). After E, LOW{PRIORITY 
continues until it completes. 

Experiment involves submitting two leases to Open 
Nebula/Haizea: LOW{PRIORITY and EXTRA{ CAPACITY. 
The former is a lease for low{priority work, while the latter is 
a lease to handle a spike in capacity requirements that is 
known in advance. LOW{PRIORITY needs to be available for 
20 minutes, requires N nodes, each with P CPUs and M MB of 
memory, and is requested as a preemptible best-e ort lease at 
the start of the experiment. In our experiments, we set M to 
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512MB, and tested values of N and P equal to (4; 8), (8; 4), 
(16; 2), and (32; 1) (i.e., the lease always requires all 32 cores, 
and we vary whether 1, 2, 4, or 8 VMs can run in each 
physical node). Additionally, the lease's VMs use copies of a 
2GB Debian Etch disk image, located on the NFS lesystem. 
EXTRA{CAPACITY has the same resource requirements, but 
the resources are only needed from 00:15:00 to 00:20:00 
(where 00:00:00 is the start of the experiment). Thus, an 
advance reservation lease is requested at the start of the 
experiment for that timeframe. Since EXTRA{CAPACITY 
also requires all 32 cores, Haizea will have to preempt 
LOW{PRIORITY by suspending all its VMs for the duration 
of EXTRA{CAPACITY. Knowing that the read/write 
throughput of our NFS lesystem is 40MB/s, Haizeaestimates 
the time to suspend as M

40
N (i.e., the time to save to disk the 

memory of all the virtual machines in the lease). 
We are interested in observing the effect of preempting a 

lease, using VM suspend/resume, in favor of another lease. 
We ping all the VMs in both leases, every five seconds, and 
consider a VM to be available if it responds to pings. Figure 1 
shows the availability of the leases' VMs throughout the 
experiment in the four con durations we tested. We observed 
that, while the VMs boot and shutdown promptly, despite 
storing the disk images in NFS, suspending and resuming 
from NFS (which, in this experiment involves writing/reading 
up to 32 512 = 16; 384MB to NFS) becomes an important 
bottleneck, specially since the suspend time will increase with 
the number of VMs to be suspended. The version of Open 
Nebula we used requires a global lesystem, necessitating NFS 
to store the memory les, although this assumption will be 
removed in future versions (allowing memory les to be saved 
locally and, if necessary, migrated elsewhere). 

In the results shown here, the VMs are suspended and 
resumed sequentially, so only one memory le is read/written 
from/to NFS at any given time. In other experiments (not 
shown here for lack of space), we observed that 
suspending/resuming all the VMs simultaneously led to 
unpredictable suspend/resume times, and even Xen failures, 
specially when 8 VMs had to be suspended simultaneously on 
the same physical node. We also observed that allowing the 
suspension of the LOW{PRIORITY VMs to overlap with the 
start of the EXTRA{CAPACITY VMs (even partially) would 
delay their booting process. 

V. CONCLUSIONS AND FUTURE WORK 

We have shown that Open Nebula and Haizea can be used 
together to provide a VM management solution supporting a 
variety of lease types, and have presented experimental results 
showing how an advance reservation lease can be created by 
leveraging the suspend/resume capability of VMs to preempt 
lower-priority leases. Our results stress the importance of 
accurately and separately scheduling not just VM deployment 
overhead (which had been previously explored by Soto mayor 
et al. [8, 9]) but also runtime overhead, such as 
suspend/resume actions. By accurately estimating the time to 
perform these actions, Haizea can schedule a suspension to 
complete before the start of a preempting lease, avoiding 
performance hits resulting from overlaps in VM actions. 

Greater accuracy could be achieved by also modeling and 
scheduling the time to boot the VMs (the VMs currently boot 
at the start of the lease). Nonetheless, the results presented 
here are preliminary, and future work will explore workloads 
with more leases and combinations of diff erent types of 
leases. We will also explore policies to resolve conflicts in 
resource requirements between leases, and what other types of 
leases, besides the ones described here, are required in cloud 
systems. On the technological side, the integration between 
Open Nebula and Haizea is still in a relatively early stage. 
While Haizea's resource model supports scheduling leases 
with multiple nodes in parallel, managing the transfer of VM 
images, and assumes that, when suspending a VM, its memory 
can be saved to local disk (instead of a global le system), Open 
Nebula currently does not support these features natively. 

The next release of Open Nebula 1.2 will support the 
concept of \VM groups", which will allow Haizea to manage 
the VMs in a lease as a group, instead of each VM 
individually. Future versions of Open Nebula will also allow 
memory state to be saved to local disk, and will also allow 
Open Nebula to hook into transfer managers to handle the 
deployment of VM disk images. Ongoing work also focuses 
on improving Haizea's scheduling algorithms and data 
structures to allow them to react to hardware failures or 
unscheduled events (e.g., a VM suspension that takes longer 
than estimated). Most of the future work on Open Nebula and 
Haizea will be driven by the requirements of the RESERVOIR 
project. 
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