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Abstract: MANETs are infrastructure less and wireless networks in which there are several nodes which are free to move arbitrarily and perform 

management of routes. Different types of MANET protocols are available such as AODV, DSR, and DSDV out of which AODV outperforms. 

AODV and other on demand routing protocols use route request (RREQ) and route reply (RREP) for the process of route discovery and route 

maintenance. In AODV each node sends the RREQ to all it neighbouring nodes and thus there is a chance that a single node may get a RREQ more 

than once; same for the case of RREP also. This increases the average delay of the protocol and is considered to be as one of the disadvantage of the 

protocol. To avoid this problem, we proposed a enhanced AODV which avoid the sending of redundant RREQ and RREP among the process of route 

discovery. It obtains better performance than the existing AODV and other protocols .The same is implemented using NS-2 tool and simulation 

results show that the enhanced AODV provides high packet delivery rate and low communication delay than the existing AODV.. 
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I. INTRODUCTION 

A. Mobile Adhoc Networks  

Ad-hoc networking is a concept in computer 
communications, which means that the users wanting to 
communicate with each other forms a temporary network, 
without any form of centralized administration. 

Network’s wireless topology may change rapidly and 
unpredictably [1]. Such networks may operate in a standalone 
fashion, or may be connected to the larger Internet operating as 
a hybrid fixed/Ad-Hoc networks. In a MANETs, no such 
infrastructure exists and the networks topology may 
dynamically change in an unpredictable manner since nodes 
are free to move as shown in figure 1. 

 

 
 

Figure: 1 Dynamic Topology in Ad-Hoc Networks 

B. Mechanisms Required In The Manet 

[a] Multihop operation requires a routing mechanism designed 
for mobile nodes. 

[b] Internet access mechanisms.  
[c] Self configuring networks require an address allocation 

mechanism. 

 
The main purpose of IETF MANET working group is 

to standardize IP routing in Mobile Ad hoc Networks [1, 

14]. Three routing protocols accepted as experimental 

RFCs, and a fourth one coming up. These protocols all into 

two categories: Reactive Protocols, Proactive Protocols 

 

 
 

Figure: 2 Classification of Adhoc routing protocols 

C. The Destination Sequence Distance Vector (Dsdv) 

Routing Protocol 

The Destination Sequence Distance Vector (DSDV) is a 
proactive uncast mobile ad hoc network routing protocol. 
Routing performance in mobile ad hoc networks are quite 
different [6]. In routing tables of DSDV, an entry stores the 
next hop towards a destination, the cost metric for the routing 
path to the destination and a destination sequence number that 
is created by the destination. Sequence numbers are used in 
DSDV to distinguish stale routes from fresh ones and avoid 
formation of route loops. 

Every node periodically transmits updates including its 
routing information to its immediate neighbors. Moreover, the 
DSDV has two ways when sending routing table updates. 
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One is "full dump” update type and the full routing table is 
included inside the update. An incremental update contains 
only those entries that with metric have been changed since the 
last update is sent. Additionally, the incremental update fits in 
one packet. 

D. The Dynamic Source Routing (Dsr) Protocol  

The Dynamic Source Routing (DSR) is a reactive uncast 
routing protocol that utilizes source routing algorithm. In 
source routing algorithm, each data packet contains complete 
routing information to reach its dissemination. Additionally, in 
DSR each node uses caching technology to maintain route 
information that it has learnt. There are two major phases in 
DSR, the route discovery phase and the route maintenance 
phase [1, 5]. When a source node wants to send a packet, it 
firstly consults its route cache. If the required route is available, 
the source node includes the routing information inside the data 
packet before sending it. Otherwise, the source node initiates a 
route discovery operation by broadcasting route request 
packets. A route request packet contains addresses of both the 
source and the destination and a unique number to identify the 
request. Receiving a route request packet, a node checks its 
route cache. If the node doesn’t have routing information for 
the requested destination, it appends its own address to the 
route record field of the route request packet. Then, the request 
packet is forwarded to its neighbors. If the route request packet 
reaches the destination or an intermediate node has routing 
information to the destination, a route reply packet is 
generated. When the route reply packet is generated by the 
destination, it comprises addresses of nodes that have been 
traversed by the route request packet. Otherwise, the route 
reply packet comprises the addresses of nodes. The route 
request packet has traversed concatenated with the route in the 
intermediate node’s route cache. 

E. The Ad Hoc On-Demand Distance Vector Routing 

(Aodv) Protocol 

The Ad Hoc On-demand Distance Vector Routing 
(AODV) protocol is a reactive unicast routing protocol for 
mobile ad hoc networks. As a reactive routing protocol, AODV 
only needs to maintain the routing information about the active 
paths. In AODV, routing information is maintained in routing 
tables at nodes [4, 10]. Every mobile node keeps a next-hop 
routing table, which contains the destinations to which it 
currently has a route. A routing table entry expires if it has not 
been used or reactivated for a pre-specified expiration time. 
Moreover, AODV adopts the destination sequence number 
technique used by DSDV in an on-demand way. In AODV, 
when a source node wants to send packets to the destination 
but no route is available, it initiates a route discovery operation. 
In the route discovery operation, the source broadcasts route 
request (RREQ) packets [4]. A RREQ includes addresses of the 
source and the destination, the broadcast ID, which is used as 
its identifier, the last seen sequence number of the destination 
as well as the source node’s sequence number. Sequence 
numbers are important to ensure loop-free and up-to-date 
routes. To reduce the flooding overhead, a node discards 
RREQs that it has seen before and the expanding ring search 
algorithm is used in route discovery operation. 

II. NS-2 SIMULATOR 

Generally speaking, network simulators try to model the 
real world networks. The principal idea is that if a system can 
be modeled, then features of the model can be changed and the 
corresponding results can be analyzed. As the process of model 
modification is relatively cheap than the complete real 
implementation, a wide variety of scenarios can be analyzed at 
low cost. 

However, network simulators are not perfect. They cannot 
perfectly model all the details of the networks. However, if 
well modeled, they will be close enough so as to give the 
researcher a meaningful insight into the network under test, and 
how changes will affect its operation. 
A. Wireless Simulation In Ns-2 Software Structure And 

Mechanism Of Ns-2 
The key to get to know ns-2 is it is a discrete event 

network simulator. In ns-2 network physical activities are 
translated to events, events are queued and processed in the 
order of their scheduled occurrences. And the simulation time 
progresses with the events processed. And also the simulation 
“time” may not be the real life time as we “inputted”. But, why 
is ns-2 that useful, what kind of work can be done by ns-2, it 
can model essential network components, traffic models and 
applications. Typically, it can configure transport layer 
protocols, routing protocols, interface queues, and also link 
layer mechanisms. We can easily see that this software tool in 
fact could provide us a whole view of the network 
construction, meanwhile, it also maintain the flexibility for us 
to decide. Thus, just this one software can help us simulate 
nearly all parts of the network [2, 10]. This definitely will save 
us great amount of cost invested on network constructing. The 
following Figure 2.1 shows a layered structure which ns-2 can 
simulate for us. 

 
 

 
 

Figure: 3 NS-2 simulate layered structure of networks 

After the simulation finish, the way ns-2 used to present 
the most details information on that much network layer is that 
it provides us a huge trace file recording all the events line by 
line in it. So, now we see why event driven mechanism is used 
in ns-2, since it really could maintain the things ever happened 
as records. And we can trace these records to evaluate the 
performance of special stuffs in our network, such as routing 
protocol, Mac layer load, and so on. 



R. Thandeeswaran et al, International Journal of Advanced Research in Computer Science, 1 (4), Nov. –Dec, 2010,425-430 

© 2010, IJARCS All Rights Reserved   427 

 
 

Figure: 4 Data flow for one time simulation 

As Figure 4 shows, for the data flow of one time 
simulation in ns-2, the user input an OTcl source file, the OTcl 
script do the work of initiates an event scheduler, sets up the 
network topology using the network objects and the plumbing 
functions in the library, and tells traffic sources when to start 
and stop transmitting packets through the event scheduler. And 
then, this OTcl script file will be passed to ns-2, in this view, 
we can treat ns-2 as Object-oriented Tcl (OTcl) script 
interpreter that has a simulation event scheduler and network 
component object libraries, and network setup module 
libraries. And then the detail network construction and traffic 
simulation will be actually done in ns-2. After a simulation is 
finished, NS produces one or more text-based output files that 
contain detailed simulation data, and the data can be used for 
simulation analysis [2, 10]. 

From the NS-2 developer view, Figure 3 shows the layered 
architecture of ns. The event schedulers and most of the 
network components are implemented in C++ and available to 
Tcl Script, thus the lowest level of NS-2 is implemented by 
C++, and the Tcl script level is on top of it to make simulation 
stuffs much easier to be conducted [2, 10]. 

 
 
 
 
 
 
 
 
 
 
 

 

 

Figure: 5 Layered structure from the ns-2 developer view 

Then, upon the Tcl level, we see the overview of the 
network. That is the simulation scenario. These all things 
combined as so called ns-2 software. 

III. PERFORMANCE EVALUATION OF ROUTING 

PROTOCOL 

To prove that AODV outperforms [11][12], comparison 

between the various protocols like AODV,DSR and DSDV is 

done based on packet delivery rate, End to End delay. 

A. Packet delivery rate: 

The ratio of number of packets reached the destination to 
the total number sent from the source. 

 
Table1: Various parameters chosen for simulation in ns- 2 

 

PARAMETERS VALUES  

   
Simulation time 30 sec  

   
Number of nodes 120  

   
Pause time 10, 20, 30, 40 and 50msec  

   

   
Terrene size 2000 X 1000  

   
Traffic Type Constant Bit Rate(CBR)  

   

   
Maximum Speed 10m/s  

   

Network  Load 4 pkts/sec  

   
Mobility Model Random Waypoint Model  

   

   
 

B. Comparison Graph 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure: 6 xgraph that shows the packet delivery rate of AODV,DSR,DSDV 

protocols 

DELAY: The time interval in which the packets stay in the 

network. 

Average delay comparison of AODV,DSR,DSDV 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure: 7  xgraph that shows the average delay comparison 
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IV. PROPOSED MODEL 

A. ENHANCED ADHOC ON-DEMAND DISTANCE 

VECTOR PROTOCOL 

Analyzing previous protocols, we can say that most of on-

demand routing protocols, has two main phases: 1. Route 

Discovery and 2. Route Maintenance. This route discovery is 

done by sending RREQ and RREP. As a result of the 

comparative study in various on-demand protocols, we found 

that each node in the network will get same RREQ and RREP 

more than once[13], and this increases the communication 

delay. Specifically, the proposed Enhanced AODV protocol 

discovers routes on- demand using a modified route discovery 

procedure. During the process of route discovery in the 

proposed AODV we assign an id to each node and a broadcast 

id to each RREQ. When first time the RREQ is received by the 

intermediate node the broadcast id of the RREQ is assigned to 

the id of the node. After that each time when the node receives 

a RREQ it checks the id value and if it is equals to the existing 

value the node will not accept it and this indicates that it 

already receives this RREQ and forward to its neighbor. Same 

in the case of the RREP also. When first time the RREP is 

received by the intermediate node the broadcast id of the RREP 

is assigned to the id of the node. After that each time when the 

node receives a RREP it checks the id value and if it is equals 

to the existing value the node will not accept it and this 

indicates that it already receives this RREP and forward to its 

neighbor. Thus by using this mechanism we are able to avoid 

the sending or forwarding of redundant RREQ and RREP to a 

node and thus reduces the communication delay and increases 

the performance of the protocol. 

B. Mechanism Of Sending Route Request In Aodv 

 

 

 

 

 

 

 

 

 

Figure: 8  

In this node A is the source node and node B is the 
destination node. The various intermediate nodes between the 
source and the destination are node 1, 2, 3, 4, 5, 6, 7 and 8. 
Each node gets the RREQ for the route discovery process; it 
forwards the RREQ to all of its neighboring nodes. Thus from 
the diagram its is clear that, node 2 is the neighboring node for 
both node 1 and node 3. Thus it gets the RREQ from both 1 
and 3. But both are same request only. Same in the case of 
node 5 also, it gets the request from node 4 and node 2. This is 
the reason for high delay in the protocol. Our proposed AODV 
find this as disadvantage. 

 

C. Mechanism Of Sending Route Request In Proposed Aodv 

In proposed AODV, we assign an id to each node. When 
first time the node receives a request that nodes broadcast id is 
assigned to that node’s id. Then every a request came to this 
node it checks the id with the broadcast id of the request. If 
both the broadcast id and id of the node are the same, then the 
request is being rejected by the node since it already has that 
particular request. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure: 9 Mechanism of sending Route Request(RREQ) in AODV 

D. Mechanism Of Sending Route Reply In Aodv 

 
 
 
 
 
 
 
 
 

 

 

 

Figure: 10 Mechanism of sending Route Reply(RREP) in AODV 

The above figure shows the actual disadvantage of existing 
AODV in sending the route reply. After receiving the route 
request from the source, the destination node has to send the 
route reply to the source node in order to discover the route 
between source and destination. The process of sending the 
route reply to the source through the number of intermediate 
nodes is similar to the process of sending route request to the 
destination. When each node receives the route reply it 
forwards it to all its neighboring nodes. Thus from the diagram 
it is clear that node 5 is the neighbor for both node 7 and node 
8. But both route replies are the same. Same in the case of node 
2 and node 1. Node 2 receives route replies from both node 3 
and node 5, and node 1 receives route replies from both node 2 
and node 4. This is another reason for the higher delay in the 
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protocol. Our proposed AODV finds this also as a 
disadvantage. 

E. Mechanism Of Sending Route Reply In Proposed Aodv 

 
 
 
 
  
 
 
 
 
 
 
 
 
 
 

Figure: 11 Mechanism of sending Route Reply(RREP) in AODV 

In proposed AODV , we assign an id to each node. When 
first time the node receives a reply that nodes broadcast id is 
assigned to that node’s id. Then every a reply came to this node 
it checks the id with the broadcast id of the request. If both the 
broadcast id and id of the node are the same, then the request is 
being rejected by the node since it already has that particular 
request. This enhanced AODV is implemented using NS-2 tool 
and the performance evaluation is checked. 

 

V. SIMULATION RESULTS 

 
Table 2: Parameters chosen for comparison of AODV and proposed 
AODV(MAODV) 

 

PARAMETERS VALUES 

  

Simulation time 30 sec 

  

Number of nodes 120 

  

Pause time 10, 20, 30, 40, 50 sec 

  

Terrain size 2000 X 1000 

  

Traffic Type Constant Bit Rate 

 (CBR) 

  

Maximum Speed 10m/s 

  

Network  Load 4 pkts/sec 

  

Mobility Model Random Waypoint 

 Model 

  

 

A. Packet Delivery Rate Comparison Ofaodv And 

Proposed Aodv(Maodv) 

The MAODV outperforms AODV when the 
retransmission of Route Request (RREQ) and Route 

Reply(RREP) is stopped.The performance is compared in 
terms of packet delivery rate as shown below 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure: 12 xgraph that shows the performance of enhanced 

AODV(MAODV) better than AODV in terms of packet delivery rate. 

 

B. Average Delay Comparison Of Aodv And Proposed 

Aodv(Maodv) 

As defined earlier, the delay is the average time interval 

where the packets stay in the network. Our proposed AODV 

reduces the delay by stopping the retransmission of Route 

Request(RREQ) and Route Reply(RREP).The Comparison of 

delay in AODV and MAODV is shown below using xgraph 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12 xgraph that shows the performance of enhanced 

AODV(MAODV) better than AODV in terms of packet delay. 
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VI. CONCLUSION 

When pause time increases the performance of AODV 

gets affected little. To reduce delay, the retransmission of 

redundant route request and route reply to a node causes 

serious impairment on the routing performance and it will take 

time for route discovery process. In proposed AODV proposed 

AODV we implemented the idea of stopping the redundant 

route information to the neighboring nodes by comparing the id 

of the node with broadcast id to increase the overall 

performance and reduce the communication delay in the 

network. Our future scope of this project is to implement the 

same concept in other protocols also. 
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