
Volume 4, No. 11, Nov-Dec 2013 

International Journal of Advanced Research in Computer Science 

RESEARCH PAPER 

Available Online at www.ijarcs.info 

 

© 2010, IJARCS All Rights Reserved                                                                                                                                                                                                 119 

ISSN No. 0976-5697 

Color Histogram based Image Retrieval – A Survey  
 

Pushpalatha.K.R 
Department of MCA 

Sri Siddhartha Institute of Technology 
Tumkur,India 

pushpasumukha@gmail.com 

Chaitra.M 
Department of MCA 

Sri Siddhartha Institute of Technology 
Tumkur,India 

chaitrassit@gmail.com
 

Asha Gowda Karegowda 
Department of MCA 

Siddaganga Institute of Technology 
Tumkur,India 

 ashagksit@gmail.com 
 
 

Abstract: Content Based Image Retrieval (CBIR) is an active research area in the field of digital image processing. In Content Based Image 
Retrieval, images would be described by their visual content comprising of low level feature extraction such as color, texture, shape, edge and 
size. Representation of visual features and similarity match are important issues in CBIR. Color feature is one of the most widely used low level 
features. Compared with shape feature and texture feature, color feature shows better stability and is more insensitive to the rotation and zoom of 
image. Color not only adds beauty to objects but also records more information in particular color histogram for retrieve. Hence it can be used as 
powerful tool in content-based image retrieval. This paper provides a brief survey of CBIR using color feature in particular as it is the effective 
feature to express visual information, which is invariant on complexity. The different methods adopted to compare similarity of images have 
been briefed in addition to the discussion of commonly used color models and performance measures for CBIR. 
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I.       INTRODUCTION 
Advances in computer and network technologies are 
increasing exponentially and the collection of image 
database is huge in number. Many disciplines and segments 
in industry including telecommunications, entertainment, 
medicine and surveillance, need high performance image 
retrieval systems to function efficiently.  Generally different 
categories of methods for image retrieval are used: Text-
based [1], Content-based [2][3][4][5][6][7], Semantic-based, 
region-based ,Object-oriented based and Sketch based image 
retrieval.  
Information Retrieval [53] was proposed by Calvin Moores 
in 1951. It is a process that organizes and stores information 
in a specific way, in accordance with the needs of users to 
find the interrelated information. Retrieval at this stage is 
based on text of the document. Text-Based Image Retrieval 
is to establish a relation between a annotated keyword, text 
description, file names, category-wise descriptors, manual 
descriptions and other related captions. Text-Based Image 
Retrieval has limitations. Visual search by text are 
ineffective on images. Textual Information is linear while 
image is bi-directional and three dimensional. Brahmi et al. 
mentioned manual image annotation is time-consuming and 
costly. Human annotation is subjective. In addition, Scar off 
et al. indicates that some images could not be annotated 
because it is difficult to describe their content with words.  
In order to overcome these problems, Content-Based Image 
Retrieval was proposed in the 90’s. Fast retrieval of images 
from large databases is an important problem that needs to 
be addressed. High retrieval efficiency and less 

computational complexity are the desired characteristics of 
CBIR systems [8][14][36][54]. Classical CBIR Techniques 
are based on two types of visual features: Global and Local 
features. Image indexed by their visual content such as 
Color, Texture, Shape, Edge, Size, Spatial Layout etc  [55] 
are retrieved by these low-level features are also termed as 
Global features, where as local features are based on key 
points or salient patches which involve domain knowledge 
on complex inference procedures. To reduce the ‘Semantic 
Gap’ between the low level image features and High level 
semantics, several technique namely supervised and 
unsupervised, Machine Learning Technique, Support Vector 
Machine, Principal Component Analysis, Markov-models, 
Self-organizing Maps, Binary Decision Tree, Semantic 
Cluster Matrix, Object Ontology, Relevance Feedback 
Mechanism, Affinity Matrix have been used. These 
conventional approaches for image retrieval are based on the 
computation of the similarity between the feature extracted 
and compared to the features of users query and image 
database. Retrieval has two processes: feature extraction and 
feature matching [9][14][15][32]. Compared with texture 
and shape information, the color feature is widely used 
visual feature in image retrieval since it is easier to extract. 
A typical Content Based Retrieval System is shown in Fig 1. 
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Fig 1: A Frame work of a CBIR System [10] 
 
Region-based Image Retrieval Systems (RBIR) have proven 
to be more efficient in terms of comparing images based on 
individual region-to-region similarity. Object Oriented 
Based Image Retrieval (OOBIR) provides a qualitative 
definition of the high level query concepts where images are 
categorized with keywords consisting of total description of 
an Image based on Knowledge [56]. Semantic-based Image 
Retrieval (SBIR) is a technique evolved for reducing the 
semantic gap between low level image feature and high 
level semantics. Sketch based Image Retrieval (SKBIR) was 
introduced in QBIC [57] and Visual SEEK systems. In 
Sketch-based image retrieval the user draws color sketches 
and blobs on the drawing area. Sketch based image retrieval 
systems are typically driven by queries comprising blobs of 
color or predefined texture [60][61], which are augmented 
with shape descriptors [9] and spectral descriptors such as 
wavelets [62]. An important design feature for any 
descriptor based retrieval system is that the distance metric 
in feature space correlates with perceptual similarity. 

The CBIR has been used in various fields including  art 
galleries, museum management, architectural, engineering 
design, interior design, remote sensing and management of 
earth resources, geographic information systems, scientific 
database management, weather forecasting, retail, fabric and 
fashion design, trademark and copyright database 
management, law enforcement and criminal investigation, 
picture archiving and communication systems, press 
agencies, medical analysis, training and education, industrial 
quality control [6][25][26][35][41][42][46][47]. 
Commonly available datasets for CBIR are summarized in 
below Table 1. 
This paper is organized as follows: Various color models are 
represented in Section 2. Color features are outlined in 
Section 3. The various popular distance measures are 
discussed in Section 4. Performance Measures is briefed in 
 
 
Table 1: Commonly used datasets in CBIR research area 
Section 5. Finally the conclusions of literature survey is 
presented in Section 6.  
 

II.  COLOR MODELS 
Color model describes colors in a formal way according to a 
certain specification. Usually color models represent a color 
in the form of tuples (generally of three). For example, 
according to RGB (Red, Green, Blue), white color is 
represented by the tuple (0, 0, 0) and the black color is 
represented by (255,255,255). The purpose of a color model 
is to facilitate the specification of colors in a certain way and 
common standard [17]. Color models lend themselves to (in 
principle) reproducible representations of color, particularly 
in digital representations, such as digital printing or digital 
electronic display [18]. The commonly used color model 
namely RGB, HSV, CIE XYZ, YCbCr,  L*a*b* models. 

Name of Data 
Set 

Number of  Images Types of Images Donor  and Year 

COREL  68,040 Animals, Outdoor Sports, 
People, Flowers, Natural 
Scenery Image.  

Kriengkrai Porkaew and Sharad Mehrotra ,1999. 
 http://archive.ics.uci.edu 

Caltech  101 Different Object 
categories 

CUB-200, Pedistrian Database, 
Natural Scenery Image, Home 
Objects, Giuseppe toys, Web 
Faces, 3D Objects on Turntable, 
Cars, Motorcycles, Airplanes 
etc. 

Fei-Fei Li, Marco Andreetto, and Marc 'Aurelio 
Ranzato.  2003  
http://www.vision.caltech.edu 

Oliva 2600 Natural Scenery Image Aude Oliva, Antonio Torralba ,2001 
http://cvcl.mit.edu/ 

SIVAL 25  different image 
category 

Objects and Natural Scenery Hui Zhang, Saint Louis,2007 
http://www.cs.wustl.edu 

Vistex data set A 384 Texture Image Texture Database Media Lab,2002 ,Ref http://vismod.media.mit.edu 
Vistex data set B 832 Small Image Texture Database Media Lab,2002 ,Ref http://vismod.media.mit.edu 
Outex  320 surface textures, 

both macro textures 
and micro textures. 

Texture Database Ojala T, Mäenpää T, Pietikäinen M, Viertola J, Kyllönen J 
& Huovinen S,2002 
http://www.outex.oulu.fi 

Brodatz 154  Texture Database USC-SIPI image database research Group ,1981 
http://sipi.usc.edu/database 

Meastex 19139  Texture Database Guy Smith's ,Ian Burns ,1997 
http://www.cssip.elec.uq.edu.au/~guy/meastex/meastex.ht
ml 

ImageCLEFmed 300,000 Medical Database medGIFT group,2004 
http://imageclef.org 
http://medgift.hevs.ch 

MNIST,Pendigit,O
ptdigit,Statlog 

60,000 Handwritten Characters ,Digits Yann LeCun, Corinna Cortes, Christopher J.C. Burges, 
1998 

http://cvcl.mit.edu/�
http://www.cs.wustl.edu/�
http://vismod.media.mit.edu/�
http://vismod.media.mit.edu/�
http://www.outex.oulu.fi/�
http://sipi.usc.edu/database�
http://yann.lecun.com/�
http://homepage.mac.com/corinnacortes/�


Pushpalatha.K.R et al, International Journal of Advanced Research in Computer Science, 4 (11), Nov–Dec, 2013,119-126 
   

© 2010, IJARCS All Rights Reserved                                                                                                                                                                                                 121 

  
A.  RGB Model  

 
 
Fig 2. RGB coordinate system where the “x” axis represents red colors, “y” 
axis represents green colors and “z”represents blue colors [21]. As this 
figure shows changing the values of RGB component can form a new color. 
 
RGB is the acronym for Red, Blue and Green. This model is 
the most used color model in computer graphics and it uses 
its red, green and blue components to create a new color 
[19]. To form a new color it is necessary to increase the 
values of one or more of the components of the RGB 
components [20]. The RGB model provides a useful starting 
point for representing color features of images. However, 
the RGB color model is not perceptually uniform [21]. RGB 
Model illustrated in Figure 2. 

 
B.  HSV Model 
HSV color model is the acronym of Hue, Saturation and 
Value; this color model is the closest perception of the 
human eye. The human eye perceives colors by the 
excitation of two cells of the eye, which are rods and cones 
[22]. The HSV color model separates the luminance 
component (Intensity) of a pixel color form its chrominance 
components (Hue and saturation). This representation works 
as the human eye because it works like the separation of the 
rods and cones.  
On the representation of the components for this model Hue 
represents the chromatic component, saturation represents 
the predominance value of a hue a color and Value 
represents the intensity of the color. According to [23], Hue 
defines the color by changing its angle  hue is defined as an 
angle in the range [0, 2π]. Saturation is the depth or purity of 
the color and is measured as a radial distance from the 
central axis with value between 0 at the center to 1 at the 
outer space. Finally, value is represented by the vertical 
central axis. The HSV color model is approximately 
perceptually uniform. The HSV values is widely used in the 
field of color vision. Figure 3 is illustrating HSV color 
model. 

 
Fig 3. Representation of a HSV color descriptor. The value V is 
represented by the main axis orthogonal of the plane. The angle represents 
the Hue value, while radius represents the level of Saturation (purity of 
color) [24]. 
 

HSV can be computed using RGB using Equations 1 to 3 
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C.  CIE XYZ color model 
The first color model developed by CIE  is XYZ color 
model. The Y component is the luminance component 
defined by the weighted sums of R (0.212671), G  
(0.715160), and B (0.072169). X and Z are the chromatic 
components. The XYZ color model is not perceptually 
uniform. The transition from RGB to CIE XYZ is a simple 
linear transformation, which means that XYZ model is 
proportional to RGB color model. XYZ model is only an 
RGB model like another. We find the same notation of 
colors by triplets. The chromaticity plan is materialized by 
the Maxwell triangle as shown in Figure 4. 

 
Fig. 4. Representation of CIE XYZ model by Maxwell's triangle.  
 
D.  YCbCr Model 
This color space represents each color with 3 numbers, 
similarly as the RGB space. The Y component represents 
the intensity of the light. The Cb and Cr components 
indicate the intensities of the blue and red components 
relative to the green component. This color space exploits 
the properties of the human eye. The eye is more sensitive to 
light intensity changes and less sensitive to hue changes. 
When the amount of information is to be minimized, the 
intensity component can be stored with higher accuracy than 

     (1) 

 (2) 

   (3) 
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the Cb and Cr components. Possible RGB colors occupy 
only part of the YCbCr color space see Figure 5 represents 
RGB Colors Cube in the YCbCr Space  
 

 
Fig.5 Representation of RGB colors in YCbCr 
  
 
E.  L*a*b* Color Model 
These are perceptually uniform color spaces and are totally 
device independent representations of color. Some of these 
perceptually uniform color spaces include the Hue-Max- 
Min-Diff (HMMD), the HSV and the L*a*b* (CIELAB) 
color space. There is evidence that the CIELAB color space 
generally performs better than HSV [16]. To define a color 
in the CIELAB color space three values need to be 
provided: The L channel, which represents the lightness in a 
range from 0 to 100 for black to white, and two opponent 
color channels between -128 and +128, the a channel 
encoding magenta to green, the b channel representing 
yellow to blue [58]. The conversion between RGB and 
CIELAB is a computationally expensive operation, as it 
includes a non-linear transformation, which is necessary for 
the conversion into a uniform color model.  

 
III.   COLOR FEATURES 

 
 Color features are extracted using color moments, color 
histogram (local and global histogram), fuzzy histogram, 
Color Correlogram. These methods of extracting color 
features are briefed below. 
 
A. Color Moments 
Color moments [32][37][45]  are measures that can be used 
differentiate images based on their color feature. Once 
calculated, these moments provide a measurement for color 
similarity between images. These values of similarity can 
then be compared to the values of images indexed in a 
database for tasks like image retrieval.  
The basis of color moments [43][46] lays in the assumption 
that the distribution of color in an image can be interpreted 
as a probability distribution. Probability distributions are 
characterized by a number of unique moments (e.g. Normal 
distributions are differentiated by their mean and variance). 
It therefore follows that if the color in an image follows a 
certain probability distribution, the moments of that 
distribution can then be used as features to identify that 
image based on color. 

The three central moments of a image’s color distribution 
are Mean, Standard deviation and Skewness. A color can be 
defined by 3 or more values. Moments are calculated for 
each of these channels in an image. An image therefore is 
characterized by 9 moments-3 moments for each 3 color 
channels.  

Let N represent the total number of images and Pij 
rpresents the value of pixel on ith color channel at the jth 
pixel, then the three color moments can be defined as: 
MOMENT 1 – Mean : 

∑
=

=
1 1j

N
iji p

N
E  

Mean can be understood as the average color value in the image. 
MOMENT 2 Standard Deviation : 
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The standard deviation is the square root of the variance of the 
distribution. 

MOMENT 3 – Skewness : 
 

( )3

1
31








−= ∑

=j

N
iiji Ep

N
s  

Skewness can be understood as a measure of the degree of 
asymmetry in the distribution [27][44]. 
 
B. Color Histogram 
Color Histogram serve as an effective representation of the 
color content of an image. The color histogram is easy to 
compute.  The histogram of an image is a graph which 
contains the occurrence of each intensity value found in that 
image, obtained by counting all image pixels having that 
intensity value. For an 8-bit grayscale image there are 256 
different possible intensities. So, the histogram will 
graphically display 256 grayscale values showing the 
distribution of pixels amongst those numbers. Histograms 
can also be taken of color images. A color histogram is the 
representation of the distribution of colors in an image. It is 
a standard statistical description of the color distribution in 
terms of the occurrence frequencies of the different regions 
in a color space [11][12][13][33][34][45][49]. 
There are two types of color histograms, Global Color 
Histograms [GCHs] and Local Color Histograms [LCHs]. 
GCHs represent one whole image with a single color 
histogram and an image will be encoded with its color 
histogram. The distance between two images will determine 
by the distance between their color histograms. While the 
LCHs divide an image into fixed blocks and takes the color 
histogram of each of those blocks [16]. While comparing 
two images distance is calculated using their histograms 
between a region in one image and a region in same location 
in the other image. The distance between the two images 
will be determined by the sum of all these distances. Thus 
when comparing GCHs one may get inconsistent result in 
terms of similarity of images when compare to LCH. 
   Color quantization is a process that reduces the number of 
distinct colors used in an image, usually with the intention 
that the new image should be as visually similar as possible 
to the original image. For a true color image, the numbers of 
kind of colors are up to 224 =16777216, so the direct 

      
 

     (4) 

  (5) 

     (6) 

http://software.intel.com/sites/products/documentation/hpc/ipp/ippi/ippi_ch6/ch6_color_models.html#fig6-5�
http://software.intel.com/sites/products/documentation/hpc/ipp/ippi/ippi_ch6/ch6_color_models.html#fig6-5�
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extraction of color feature from true color will lead to a 
large computation. In order to reduce the computation, 
without a significant reduction in image quality, some 
representative color is extracted to represent the image, there 
by reduction the storage space and enhancing the processing 
speed [48]. 

 
C. Fuzzy Histogram 
The color histogram is viewed as a color distribution from 
the probability viewpoint. Given a color space containing n 
color bins, the color histogram of image I containing N 
pixels is represented as  H(I)=[h1,h2,…hn], where hi=Ni/N is 
the probability of a pixel in the image belonging to the ith 
color bin, and Ni is the total number of pixels in the ith color 
bin. According to the total probability theory, hi can be 
defined as  
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where  pj is the probability of a pixel selected from image I  
being the jth  pixel, which is 1/N  and pi|j is the conditional 
probability of the selected jth pixel belonging to the ith color 
bin. 
Each histogram bin represents a local color range in the 
given color Space. Color histogram represents the coarse 
distribution of the colors in an image. Two similar colors 
will be treated as identical provided that they are allocated 
into the same histogram bin. On the other hand, two colors 
will be considered totally different if they fall into two 
different bins even though they might be very similar to 
each other. This makes color histograms sensitive to noisy 
interference such as illumination changes and quantization 
errors. To efficiently address the issue new color histogram, 
called fuzzy color histogram (FCH) was introduced [31]. In 
contrast with conventional color histogram (CCH) which 
assigns each pixel into one of the bins only, FCH considers 
the color similarity information by spreading each pixel’s 
total membership value to all the histogram bins. 
The fuzzy color histogram (FCH) of image I can be 
expressed as F(I)=[f1,f2,….fn]  
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D. Color Correlogram 
Color Correlogram is one of the most promising spatial 
color descriptors. The highlights of this feature are: (i) it 
includes the spatial correlation of colors (ii) it can be used to 
describe the global distribution of local spatial correlation of 
colors (iii) it is easy to compute and (iv) the size of the 
feature is fairly small.  
The color correlogram [59] was purposed to characterize not 
only the color distribution of pixels, but also the spatial 
correlation of pairs of colors. The first and the second 
dimension of the 3-D histogram are the colors of any pixel 
pair and the third dimension is their spatial distance. Color 
correlogram is a table indexed by color pairs, where k-entry 
for (i,j) specifies probability of finding a pixel of color “j” at 
distance “k” from pixel “i” in the image. Let I represent the 
entire set of image pixels. c(j) represent the set of pixels 
whose colors are c(i). Then, the color correlogram is defined 
     

γij = pr        [ | p2 Є Іc(j) | |pl - p2| = k]              (9)  
 

  pl Є Іc(i), p2 Є І 
 
Where i,j Є {1,2,…,N}, k Є {1,2,..,d},and |pl - p2| is the 
distance between pixels p1 and p2. Its simplified version 
called color autocorrelogram, is often used. The color 
autocorrelogram only captures the spatial correlation 
between identical colors and thus reduces the dimension. 
 
      IV.  HISTOGRAM SIMILARITY EASUREMENTS 
 
Distance measures are used for comparing the similarity of 
two images. Few of the commonly used histogram similarity 
measurements are described below. 
Let m be the total number of bins, and Hq   and Ht be the 
normalized query histogram and normalized target 
histogram respectively. 
 
A.  Histogram Euclidean distance  
The Euclidean distance is given by 

( ) [ ] [ ]( )∑
−

=

−=
1

0

2
,

M

m
tqe mHmHtqD  

The distances only take account for the correspondence 
between each histogram bin and do not make use of 
information across bins. This issue has been recognized in 
histogram matching. As a result, quadratic distance is 
proposed to take similarity across dimensions into account. 
It has been reported to provide more desirable result than 
only matching between similar bins of the color histograms. 
However, since the histogram quadratic distance computes 
the cross similarity between colors, it is computationally 
expensive[28][32]. 
 B. Quadratic Form (QF) Distance 
The quadratic distance, also called cross distance, is used in 
the QBIC-system. This method considers the cross-
correlation between histogram bins based on the perceptual 
similarity of the colors represented by the bins. The set of 
correlation values is represented in a similarity matrix.  
Quadratic-form distance metric compares not only the same 
bins but multiple bins between color histograms and is 
defined as: 
( ) ( ) ( )tq

T
tq HHAHHtqd −−=,  

Where q and t are two images Hq is the color 
histogram of image Q, Ht is the color histogram of image t, 
|A|=[ai,j] is a NXN  matrix, N is the number of bins in the 
color histograms, and ai,j denotes the similarity between 
colors i and j. The similarity matrix is obtained through a 
complex algorithm [38]. 
 
C. Histogram Intersection  
It is a distance measure for comparing histograms. It 
calculates the common part of the two histograms and 
neglects the features occurring in a single histogram. The 
histogram intersection of two histograms Hq and Ht is 
calculated using equation [29]. 

( ) [ ] [ ]( )∑ =∩ =
M
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D.  Bhattacharya Distance  

 (12) 

   (10) 

   (11) 

     (7) 
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The Bhattacharya Distance measures the similarity between 
two histograms. Where q and t are two images, N is the 
number of bins in the color histogram. Hq[i] is the value of 
bin i in color histogram HQ, which represents the image Q, 
and Ht[i] is the value of bin i in color histogram Ht, which 
represents the image t  [28][30]. 
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E. Chi-Square Distance 
The Chi-Square Distance d(Hq,Ht) between to histogram is 
given by 
( ) [ ] [ ]( )∑=

i
tqtq iHiHHHd min,  

F. Correlation Distance 
In order to quantify the correlation between distance 
measures, a correlation coefficient measure is given by 
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It indicates the strength and direction of a linear relationship 
between two distance measures. If the value gets close to 1, 
it represents a good fit, i.e., two distance measures are 
semantically similar. As the fit gets worse, the correlation 
coefficient approaches zero. When either two distance or 
two similarity measures are compared the correlation 
coefficient is a positive value. 
 
 
 
G. Local Color Histogram similarity 
Color histograms are classified into two types, global color 
histogram (GCH) [64] and local color histogram (LCH) 
[63]. This approach (referred to as LCH) includes 
information concerning the color distribution of regions. 
The first step is to segment the image into blocks and then to 
obtain a color histogram for each block. An image will then 
be represented by these histograms. A GCH takes color 
histogram of whole image and thus represent information 
regarding whole image, without concerning color 
distribution of regions in image. In the contrary, an LCH 
divides an image into fixed blocks or regions and takes the 
color histogram of each of those blocks. LCH contains more 
information about an image but when comparing images it is 
computationally expensive.  
The distance metric between two images Q and I in the LCH 
will be defined as:  
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where M is the number of segmented regions in the images, 
N is the number of bins in the color histograms, Hk

q [i] is the 
value of bin i in color histogram Hk

q which represents the 
region k in the image q and Hk

t [i] is the value of bin i in 
color histogram Hk

t which represents the region k in the 
image t.  

 
V.   PERFORMANCE MEASURES 

 
Most commonly used evaluation measures for 

CBIR are precision and recall. In addition Accuracy, 
Redundancy factor [RF] and Retrieval Score are used as 
evaluation measures [12][28][44][49][50][51][52]. 
 They are defined as 
 

B
Aecision =Pr  

C
Acall =Re  

D
DBRF −

=  

100X
B
CAccuracy =  

where  A is Number of relevant images retrieved 
B is Total number of images retrieved 
C is Total number of relevant images 
D is Total number of images in a class 

 
A retrieval socre can be computed according to the 

following evalution criterion for each query, the system 
returns the ‘x’ closest images to the query, including the 
query image itself. The number of mismatches can be 
computed as the number of  images returned that belong to a 
class different than that of the query image, in addition total 
the number of images that belong to the query image class, 
but that have not been returned by the system. The retrieval 
score for one class can be then computed as 
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VI.  CONCLUSION 
.  

This paper discuses the use of color feature using 
color moments and histogram (Local histogram, Global 
histogram, Fuzzy histogram and Color correlogram) for 
CBIR. It also briefs about the commonly used color models 
namely RGB, HSV, CIE XYZ, YCbCr,  and L*a*b*. From 
the above survey, it is concluded that equilidean histogram 
distance is the most commonly used distance measure and 
Recall and Precision are most frequently used performance 
measures.  
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