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Abstract: Data mining on large database has been a major concern in research community due to the difficulty in analyzing huge volumes of
data. Data mining refers to extracting or mining knowledge from large amounts of data. This paper attempts to explain data mining techniques,
particularly “classification”, to predict which loan applicants are “risky” and which are “safe” for loan data set. For this purpose we use Rattle—
“R Analytical Tool To Learn Easily” which is a powerful platform for data mining. Some preprocessing techniques such as Data Cleaning,
Relevance Analysis, Data Transformation and Data Reduction have to be applied to improve the accuracy and efficiency of the classification
process i.e removing noise by filling missing values, performing correlation analysis for identifying redundancies, scaling data to a specified
range and performing principal component analysis (PCA) for reducing the dimensionality of data set. The main goal is to classify the loan

applicants by classification based on decision tree method.
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. INTRODUCTION

Data Mining is also known as Knowledge discovery in
database. Extraction of interesting patterns or knowledge
from huge amount of data. Data Mining is the discovery of
knowledge of analyzing enormous set of data by extracting
the meaning of the data and then predicting the future trends
and also helps companies to take sound decisions, based on
knowledge and information. Data mining software
RATTLE is one of a number of analytical tools for
analyzing data. It allows users to analyze data from many
different dimensions or angles, categorize it, and summarize
the relationships identified [1][2]. The Data mining concept
is introduced because of the reasons like Automated data
collection tools and mature database technology lead to
tremendous amounts of data stored in databases, data
warehouses and other information repositories.

RATTLE (the R Analytical Tool To Learn Easily)
nothing but software provides R console increasingly
provides a powerful platform for data mining [3]. The Rattle
package provides a graphical user interface specially for
data mining using R. It also provides a stepping stone
toward using R as a programming language for data
analysis. It presents statistical and visual summaries of data,
transforms data into forms that can be readily modeled.
Rattle provides considerable data mining functionality by
exposing the power of the R Statistical Software through a
graphical user interface. The capabilities of R are extended
through user-submitted packages, which allow specialized
statistical techniques, graphical devices, as well as
import/export capabilities to many external data formats.
Rattle uses these packages - RGtk2, pmml, colorspace, ada,
amap, arules, biclust, cba, descr, doBy, el071, ellipse,
fEcofin, fBasics, foreign, fpc, gdata, gtools, gplots,
gWidgetsRGtk2, Hmisc, kernlab, latticist, Matrix, mice,
network, nnet, odfWeave, party and many more packages
are available. The packages like rattle, outliers, rjava, plot,
tree, cluster, MASS, akima, abc, and many more are
available [4]. The rattle package is very important in the
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RATTLE which provides datasets and a GUI called DATA
MINER. In data miner using tabs provided, we can simply
generate the cleaned data and classification too [5]. The
code will be appeared for a particular action when we click
the log button.

1. LOAN DATASET

The loan dataset contains thirteen attributes namely ID,
Age, Employment, Education, Marital, Occupation, Income,
Gender, Deduction, Hours, IGNORE_Accounts,
RISK_Adjustment and LOAN_Decision. The detailed
description of the dataset is given below

Table I. Loan Data Set

Attributes Levels Storage NAs
Age Integer 0
Employment 2 Integer 75
Education 16 Integer
Mantal 6 Integer
Occupation 14 Integer T6
Income Double
Gender 2 Integer
Deduction Double
Hours Integer 2
RISK. Adjustment Tnteger
LOAN, Decision 2 Integer
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Variahle Levels

Employment Consultant Private PSFederal PSLocal P3State SelfEmp, Unemployed Volunteer

Education  Associate, Bachelor, Collage, Doctorate, HSmad Master, Preschool
Professional, Vocational, Yel0, Yri1, Y12, Yeltd, Yait6, Yi7td. Yid

Marital Absent, Divorced, Mamed, Mamied-spouse-absent, Unmamed, Widowed

Occupation  Cleaner, Clenical, Executive, Farmmg, Home, Machumst, Military,

Professional, Frotective, Repair, Sales, Service, Suppont, Transport

(Gender Female. Male

LOAN ek, safe
Decision

Figure 1. Introduction to loan data set
I11. DATA PREPROCESSING

Data preprocessing is a data mining technique that
involves transforming raw data into an understandable
format [6]. Real-world data is often incomplete,
inconsistent, and/or lacking in certain behaviors or trends,
and is likely to contain many errors. Data preprocessing is a
proven method of resolving such issues. Data preprocessing
prepares raw data for further processing. Raw data is highly
susceptible to noise, missing values, and inconsistency. The
quality of data affects the data mining results. In order to
help improve the quality of the data and, consequently, of
the mining results raw data is pre-processed so as to
improve the efficiency and ease of the mining process. Data
preprocessing is one of the most critical steps in a data
mining process which deals with the preparation and
transformation of the initial dataset[7].

Data preprocessing methods are divided into following
categories:

A. Data Cleaning

B. Relevant Analysis

C. Data Transformation

D. Data Reduction

A. Data Cleaning:

Real-world data tend to be incomplete, noisy, and
inconsistent. Data cleaning (or data cleansing) routines
attempt to fill in missing values, smooth out noise while
identifying outliers, and correct inconsistencies in the data.
This method is responsible for performing the following:

(a). Removing or replacing missing values

(b). ldentifying and removing outliers

a) Removing or replacing missing values:

There are five different ways for replacing the missing
values. They are:
i. Replacing missing values with zero’s
ii. Replacing missing values with attribute mean
iii. Replacing missing values with attribute median
iv. Replacing missing values with attribute mode
V. Replacing missing values with a global constant
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a. Replacing missing values with zero’s

setwd (“E:/Program Files/R/R-2.15.0/library/rattle/csv")
loan.with.na<-read.csv ("loan.csv", header=TRUE)
rmv<-loan.with.na

rmz<-rmv$Hours

rmz
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Figure 2. Replasing missing values with zero’s

rmz[is.na(rmz)]<-0
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Figure 2.1.
b. Replacing missing values with attribute mean:
rmm<-rmv$Hours
rmm[is.na (rmm)] <-mean (rmm, na.rm=TRUE)
rmm
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I~ RGui {32-bit) - [R Console]

R File Edit View Misc Packages Windows Help

SRl

[1] 7Z.00000  30.00000 0 40.00000  55.00000
[14] 40.00000  40,00000  35.00000  40.00000
[27] 40.00000  &0.00000  40.00000  40.00000
[40] 40.00000  40.00000  Z5.00000 45.00000
[53] 45.00000  40.00000  35.00000  40.00000
[66] 40.00000  25.00000 0 50.00000  40.00000
[75] 35.00000  50.00000 70.00000  50.00000
[592] 30.00000  40.00000  40.00000 2&.00000

[103] 50.00000  44.00000  40.00000  40.00000
[113] 40.00000  33.00000  35.00000  60.00000
[131] 40.00000  40.00000  40.00000  50.00000
[144] £0.00000  80.00000  30.00000 40.00000
[157] 40.00000  40.00000  40.00000  40.00000
[170] 40.00000  40,00000  40.00000

[183] £4.00000  40,00000  38.00000  50.00000
[196] 35.00000  40.00000  40.00000  45.00000

Figure 3. Replacing missing values with attribute mean

c. Replacing missing values with attribute median:

rmme<-rmv$Hours
rmme[is.na (rmme)] <-median (rmme, na.rm=TRUE)
rmme

i 0D

RN A s e B

Figure 4. Replacing missing values with attribute median

d. Replacing missing values with attribute mode

rmmo<-rmv$Occupation
rmmo
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I RGui (32-bit) - [R Console]

H% Fle Edt Yiew Msc Packages Windows Help
EEEIBERIEIE

[1453] Clerieal Farming Machinist
[1464] Aervice Clerical Jales

[1475] Aales Clerical
[1486] Executive Machinist Jervice
[1497] Repair Professional Service

[1508] Repair Profeszional <Ni»
[1519] Cleaner Profeszional Zervice
[1530] Repair Cleaner Repair

[1541] Executive Professional Professional

Figure 5. Replacing missing values with attribute mode

a<- factor (rmmo)

r<-table (a)

r

Cleaner Clerical Executive Farming Home Machinist
Military Professional Protective Repair Sales

91 233 289 58 5 139
1 247 40 225 206 Service
Support Transport

211 49 107
rmmo [is.na (rmmo)] <-"Executive"
rmmo

I RGu (32-bt) - [R Console]
H% Fle Edt Wew Msc Packages Windows Help

| e[l ©) 2]

[1442] Gales Executive  Repair
[1453] Clerieal Farming Hachinist
[1464] Service Clerical Sales
[1473] Fales Clerical

[1486] Executive  Machinist  Service
[1497] Repailr Professional mervice

Figure 6.

e. Replacing missing values with a global constant:
rmg<-rmv$Employment

rmg
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I RGui (32-bit) - [R Console]

R File Edt View Msc Packages ‘Windows Help
ELEEERIEE

[1353] Private PiFederal Private Private <Hix»

[1366] Private Private Private Private Private
[1379] Pa3state Private P33tate Consultant Private
[1382] Private Private Private <Hix Private
[1405] <Ni» Private PaFederal Private Private
[14158] Pa3state Private Private Private Private
[1431] Pa35tate Private Private Private Private
[1444] Consultant Private Consultant P3State Private
[1457] Private Private P3Federal Consultant Private
[1470] Private <ML Consultant Private Private
[1483] Private Private Private Private Private
[1496] Private Private Palocal Private Private

[1509] Private <ML Private Private PiFederal
[1522] Private Private Consultant P3local Consultant
[1535] Private <ML Consultant Private Private

[15458] Private Private Private Private Private
[1561] Pslocal  Private  Private  Pilocal  [[EUREER

Figure 7. Replacing missing values with a global constat

rmg<-as.character (rmg)
rmg [is.na (rmg)] <-"Unknown"

I RGui (32-bit) - [R Console]

RFile Edt ‘View Msc Packages Windows Help

EGEIEEE

[1442] "Private"  "Private"  "Consultant" "Private®
[1453] "PiFederal" MPrivate"  "Private" "Private"
[1464] "Private"  MPrivate"  "Private" "Private
[1475] "Private" "Private" "nknavn" "Private"
[1486] "Private"  MPrivate"  "Private" "Private”
[1497] "Private"  "P3Local™  "Private" "Private”
[1508] "Private"  "Private"  "nknown" "Private”
[1519] "Private"  MConsultant" "Private" "Private”
[1530] "3elfBmp"  MPrivate"  "Private" "Private"
[1541] "Private"  "P3local"  "Private"  "P3itate"”
[1552] "Private"  MPrivate"  "Private" "Consultant”
[1563] "Private"  MP3local™  "nknown" "Consultant”
[1574] "Private"  MPrivate"  "Private" "PElocal”
[1585] "Private"  MPrivate"  "Private" "Consultant®
[1596] "Private"  M"Private"  "Private" "Private”
[1607] "Private"  MPrivate"  "Private" "Private"

[1618] "Private"  MPrivate"  "Private" "Inknovn”

Figure 7.1

Removing missing values

# Set working directory

setwd (“E:/Program Files/R/R-2.15.0/library/rattle/csv")
loan.with.na<-read.csv ("loan.csv", header=TRUE)
loan.with.na
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I RGui [32-bit) - [R Console]

R File Edit Wiew Misc Packages MWindows Help

EEEIRERR

1951 98505191 23 Priwvate College
1952 9513952 32 Priwate Eachelor
1953 95145372 62 <AL= Tril
1954 9515798 27 Priwvate College
1955 9313003 =1n} <A Higrad
1956 9524671 377 Frivate Vocational
1957 9825375 31 Priwvate Trio
1958 9827618 54 Priwvate Master
19589 9529771 15 Priwate Triz
1950 98536455 47 SelfEmp Hagrad
1961 9339237 41 Priwvate Hagrad
1962 9344152 17 Friwvate Trio
12963 95434729 21 Priwvate College
1964 9545535 31 Priwvate Collecge
1965 9546403 27 Priwvate Bachelaor
1966 9549751 41 Priwate Trit4d
1967 9350835 35 Priwvate Collecge
1968 9356096 33 Priwvate Hagrad
1969 9556254 31 Private Bachelor
1970 9560725 21 Tril
1971 9562423 57 Priwvate Hagrad

Figure 8. Replacing missing values
dim(loan.without.na)
[1] 2001 13
loan.without.na<-na.omit (loan.with.na)
loan.without.na
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(W RHLRE 98 Priwee Voowonal Dlvoresd  Cveouetve 156008 Pele 0,00
(W absen 65 Belfls  Blelor Beeled Clecloed TSN 00 Pels 0,00
W00 B Ml llege Bl Podesslonel S0 Mele 000
(MRS 46 Priwre  llege T T O
(W ORISR 41 Priwre  Blelor et Doeouetve SO0 Mele 0,00
08 & lwee el 1 T 1 R
1 AL 88 Mriwee  llege 11 I R
(60 L0860 00 Priwee  Bolelor T 111 O
(400 07 Priwee  llege et Dol 60007 Mle 000
(W 8T 4 el Voowinal Bl Podesslonel S Mele 00
W 0 Rlwe T Moot Clower M Dle 000
RN B Mlwe T T T T R
Figure 8.1
dim(loan.without.na)
[1] 1851 13
b) Identifying and removing outliers:

In this, the outliers are first identified and then
removed.
library (outliers)
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out = outlier (loan.without.na$Hours, logical=TRUE)
find_outlier = which (out==

TRUE, arr.ind=TRUE)

plot (loan.cor$Age, cor$Hours)

loan.out = loan.without.na [-find_outlier,] g - 0 0050 0
ALCIEER RS R
g g og © oSoooSo 0.0 ggg SooSoO ogog oond? o
£ oo intio oo
100 050086 39 Private  Hograd ibsen ° o] miﬁ?ﬁii@:ﬁ;ﬁﬁEiﬁiooﬁﬁiiifiiigoliﬁﬁm |
1945 9968182 39 Private Vocationsl Divorced jjjfffjﬁjfj§9§°f:§:°°fs Pl gm0
1945 9768466 53 Selffwp  Bachelor Narried sghogpriig o0 To g o 0 oo g oo
1947 9773090 6 Bslocal  College Tarried i ?Zi“;is”;"jo T TS LT
1948 076005 45 Private  College arried °§o O I
1949 9780096 41 Private  Bachelor Divorced o 00 °
050 9005 42 Privae  Hograd et pow o w wm m
1951 9803191 23 Private College Hhzent corshge
1852 981393 32 Private  Bachelor Harried Figure 10.1
1954 9815798 27 DPrivate College Ihgent pairs (loan.cor)

Figure 9. Identifying and removing outliers o o o s

dim (loan.out)
[1] 1850 13

B. Relevant Analysis:

Many of the attributes in the data may be redundant.
Correlation analysis can be used to identify whether any two
given attributes are statistically related. For numerical
attributes, we can evaluate the correlation between two
attributes by computing the correlation coefficient. There
are three methods for finding correlation coefficient namely
Pearson’s method, Spearman method and Kendall method.
loan.cor<-subset (loan.out, select=c (Age, Income, Hours))
plot (loan.cor$Age, cor$income)
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T T T T T T T -
- a0 a0 50 a0 70 50 In_ data_ transformation, _data are. Fransformed or
consolidated into forms appropriate for mining process. We
corfAge

have various transformations supported by Rattle. The R

Figure 10. Relevant Analysis data miner has a transform tab shown below.
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% R Data Miner - [Rattle {loan.csv]]

Project Took Settings Help

g 0B d < 0 4

Execute ' New  Open  Save Report  Export Stop Quit

Data | Eiplare |Test Transform ‘ Clster | AgsOciate |M0de\ |Eva\uate |Lug |

Type: @Resca\e Qlmpute O Recode O Cleanup

MNormalize: (#) Recenter (O Scale [0-1] O -MedianMAD O Maturallog O Log 10 O Matrix
Orderi  ORark  Olnterval  Mumber of Groups: Wﬂ

Mo, |Variable Data Type and hurnber Missing

1 D Hurieric [1004841 10 9995101, unigue=2000; rmean=5622072; median=5637137],
2 A Hurmeric [17 t0 90; unique=67; mean=38; median=37],

3 Employment Categorical [ levels; miss=100],

4 Education Categorical [16 levels].

5 Marital Categarical [6 levals].

6 Ocoupation Categarical [14 levels; miss=101],

7 Income Hureric [609.72 to 481259.50; unique=2000; mean=84717 73; median=59792.76].
8 Gender Categorical [2 levels].

9 Deductions Humeric [0.00 10 2004.00; unique=41; mean=67.33; median=0.00].

10 Hours Hureric [1 to 1000; unique=58; mean=40; median=40; mizs=3],

11 IGNORE_Accounts Categorical [33 levsls; miss=43; ignored],

12 RISK_Adjustment Nurneric [-1453 to 112243; unique=310; mean=2013; median=0].

13 LOAN Decision  Categorical [2 levels].

Figure 11. Data Transformation

Data can be transformed by generalizing it to higher-
level concepts. For example numeric values of the attribute
age can be generalized to discrete range such as “young”,
“middle_age”, “senior”. We have two primary
transformation techniques namely normalization and
recoding.

Normalization involves

(a). Data re-center

(b). Data scaling[0-1]

(c). Normalizing with Median/MAD

(d). Normalizing with Natural log

a. Data re-center:

This approach subtracts the mean value of the variable
from each observation’s value of variables (to re-center the
variable) and then divide the values by their standard
deviation, which rescales the value back to a range within a
few integer values around zero.
library (rattle)
td<-data2
td$RRC_Income<- scale (td$Income)

b. Data scaling [0-1]:

This approach simply recodes the data so that all values
are between o and 1. This is done by subtracting minimum
value from the variable’s value for each observation and
then dividing by the difference between the minimum and
maximum values.
library (reshape)
td$R01_Deductions<-rescaler (td$Deductions, “range”)

C. Normalizing with Median/MAD:

In this approach instead of using mean and standard
deviation, we subtract the median and divide by median
absolute deviation (MAD)
library (reshape)
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tdSRMD_Hours<-rescaler (td$Deductions, “robust™)

d. Normalizing with Natural log:

This is called logarithmic transformation. Here the
transformation is done by using natural logarithm function.
This is particularly used when the variable has outliers with
extremely large values.
tdSRLG_Age<-log (td$Deductions)

If the result is “infinite” that is log(0), then those values
are treated as NAs.
tdSRLG_Age [td$RLG_Age == -inf]<-NA

e. Recoding involve:

a) Grouping or binning attribute values by Quantile
(equal count)

b) Grouping attribute values by KMeans

c) Grouping attribute values by Equal Widths

Out of the above transformation techniques we perform
re-centering and grouping attribute values by Quantile
method.
Library (rattle)
td<-data2
td$RRC_Income<- scale (td$Income)
td$BQ3_Age<-binning (td$Age, bins=3,
method="quantile™)
td$Income=NULL
td$Age=NULL
td$ID=NULL
td$IGNORE_Accounts=NULL
td

i

Mwww$

IIIHII@

Wome I

Lo
WWM&MWMMW%U
W b B RBADL W

Figure 12

D. Data Reduction:

Data reduction techniques can be applied to obtain a
reduced representation of the dataset that is much smaller in
volume but maintains the integrity of the original data.
Dimensionality reduction is one of the data reduction
techniques which encodes or transforms data to obtain a
reduced representation of original data [8]. There are two
types of dimensionality reductions. If the original data can

%EMMIW% U
it
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be reconstructed from the compressed data without any loss
of information, the data reduction is called lossless. 13c - 0oam e
Similarly if we can reconstruct data with loss of information @ ':

is called lossy.
il

Principal component analysis is one of the popular
E L

20 B0

effective methods of lossy dimensionality reduction. PCA
can provide insights into the importance of variables in
explaining the variation found within a dataset. A principal
component is a numeric linear combination of the values of
other variables in the dataset that captures maximal variation
in the data. The main goals of PCA is to

(a). Identify how different variables work together to

create the dynamics of the system

(b). Reduce the dimensionality of the data

(c). Filter some of the noise in the data

(d). Compress the data

(e). Prepare the data for further analysis using other

techniques.

In PCA, uncorrelated PC’s are extracted by linear
transformations of the original variables so that the first few
PC’s contain most of the variations in the original dataset.

These PCs are extracted in decreasing order of
importance so that the first PC accounts for as much of the
variation as possible and each successive component
accounts for a little less.

Bi-plot display is a visualization technique for
investigating  the inter-relationships  between  the
observations and variables in multivariate data

PC scores are the derived composite scores computed
for each observation based on the eigenvectors for each PC.
PC loadings are correlation coefficients between the PC
scores and the original variables.
datal<-loan.out
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dataz<- Figure 13.1
cbind(data1$Age,datal$Employment,datal$Education,datal arcpcal  <-  princomp (data2, scores=TRUE,
$Marital,data1$Occupation,datal$Income,datal$ cor=TRUE)

Gender,datal$Deduction,datal$Hours,datal$RISK_Ad summary (arc.pcal)
justment,datal$LOAN_Decision) plot (arc.pcal)
colnames(data?) <-
c("age”,"emp","edu","mtrl","occu","inc","gen","deduc","hr", arc.pcat

"risk™,"decision™) —
duplicated (data2)

FALAE FALSE FAL3E FALAE FALSE FALSE FALSE FALSE FALAE FALGE
FAL3E FALSE FAL3E FALAE FALSE FALSE FALAE FALSE FALAE FAL3E
FALSE FAL3E FAL3E FALAE FALSE FALSE FALSE FAL3E FALAE FAL3E
FAL3E FALSE FALSE FALGE FALZE FALGE FALZE FALGE FALAE FALIE
FALZE FALSE FAL3E FALAE FALSE FALSE FALE FALSE FALAE FALIE
FALSE FALSE FAL3E FALAE FALSE FALSE FALSE FALSE FAL3E FAL3E ]
FALEE FAL3E FAL3E FALAE FAL3E FALSE FAL3E FAL3E FAL3E FAL3E
FALZE FALSE FALSE FALAE FALSE FALSE FALE FALSE FALAE FAL3E | D

Variances
15 20

10

05

FALZE FALSE FAL3E FALAE FALSE FALSE FALE FALSE FALAE FALIE
FALSE FAL3E FAL3E FALAE FALSE FALSE FALSE FAL3E FALAE FAL3E
FAL3E FALSE FALSE FALOE FALZE FALGE FALTE [sLbii iy comel o Comes o Camps - campl comp

0.0
L

Figure 13. Data Reduction

data2<-data2 [! duplicated (data2),]
pairs (data2) biplot (arc.pcal)

Figure 13.2
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Figure 13.3

arc.pcal$loadings

Loadings:
Comp.l Comp.2 Comp.3 Comp.4 Comp.5 Comp.6 Comp.? Comp.S Cowp.S Comp. 10
[1,]1 -0.408 -0.541 0.719
[z,] -0.138 -0.142 0.632 -0.266 0.593 -0.z92 -0.162
[3,1] 0.333 -0.353 -0.231 -0.402 -0.679 0.17% -0.101
[4,]1 -0.402 -0.4591 0.150 -0.288 0.122 -0.122 -0.647
[5.1 0.508 -0.343 -0.273 0.211 -0.701
[6,] 0.398 -0.4168 -0.103 -0.124 -0.214 -0.117 -0.213 -0.674
[7,] -0.321 0.497 0.293 0.215 0.249 -0.552 0.114
[8,] -0.191 -0.147 0.113 -0.518 0.391 0.351 -0.325 -0.506
[s,1 -0.121 0.284 0.474 0.320 -0.472 -0.583
[10,] -0.332 -0.300 0.282 -0.150 -0.563 -0.177 0.301
[11,] -0.469 -0.272 0.240 -0.116 -0.182 -0.338
Comp. 11
[1.1
[2.1
[3,1 0.175
[4,] -0.203
[5,1
[6,]1 -0.255
[7,]1 -0.355
[8,1 -0.107
2.1
(10,1 -0.4590
[11,1 0.650

Comp.1 Comp.z Comp.3 Comp.d4 Comp.5 Comp.6 Comp.7 Comp.S Comp.S

55 loadings 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Proportion Var 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091

Cuweulative Var 0.091 0.182 0.273 0.364 0.455 0.545 0.836 0.727 0.818
Comp.10 Comp.11

55 loadings 1.000  1.000

Proportion Var  0.091  0.091

Cwmulative Var  0.3505  1.000

>

Figure 13.4

V. CLASSIFICATION AND PREDICTION
STAGE

Decision tree induction is the learning of decision trees
from class-labeled training tuples. A decision tree model is
one of the most common data mining models. It is popular
because the resulting model is easy to understand. It is a
flow chart like tree structure, where each internal node
denotes a test on the attribute, each branch represents an
outcome of the test, and each leaf node holds a class label.
The top most node in a tree is the root node.

We can do classification in R data miner, which is very
simple and easy to understand. The algorithms used in the
decision tree induction are recursive partitioning approach.
There are two algorithms namely traditional and conditional.
Here we use traditional algorithm to build our decision tree.
It is implemented in the rpart package. It is comparable to
CART. The conditional tree algorithm is implemented in the
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party package. It builds trees in a conditional inference
framework. In R data miner firstly we have to load the
cleaned dataset. This is shown below.

% R Data Miner - [Rattle (loan_sample.csv)]

Project Tools Settings Help

£ 0 BE H = Ll

Exetute New  Open  Sawe Report  Expart Stop  Quit

Data ‘ Explore | Test | Transform | Cluster |Assocwane | Model | Evaluate | Log |

Source: () Spreadshest O ARFF () CDBC () RDataset (O RDataFile O Library O Corpus O Seript

Fllename: "4 loan_sample.csv | [ | Separator: r Decirnal: r Header
[ Parttion [70/15/15  Seedt:| 42 b view| Ed

o ’7 Target Data Type
Omput @1grore Weight Caloulator: ® sutn O Categoric O Nurreric O Survival

Na. |Variab\e |Data Type ‘Input ‘Target |R\sk ‘Ident |Ignure |U\fewght ‘Comment
1 Employment Cateqoric ® 0 0 0 0 0 Unique: 6
2 Education Categrric ® 0 0] 0 0 0] Lnique: 16
3 Marital Categrric ® o} O O o} O Unique: &
4 Ococupation Categoric ® 0 0 ] 0 0 Unique: 13
5 Gonder Categrric ® 0 0] 0 0 0] Linique: 2
£ Deductions Mumeric @ 0 0 0 0 0 Lnique: 35
7 Hours Mumeric  ® 0 0 ] 0 0 Unique: 64
8 RISK_Adjustent Mumeric O 0 ® 0] 0 0 Unique: 217
9 LOAM Decision  Categoric O ® 0O 0] 0 0O Linique: 2
10 RRC_Income Mumeric  ® 0 0 ] 0 0 Unique: 1328
11 BQ4_Age categoric @ 0 0 0 0 0 Unique: 4

Figure 14. Classification and Prediction

To generate a model R data miner provides model tab
which has six model options namely
Tree
Forest
Boost
SVM
Linear
. Neural net

Decision tree and classification rules are produced by
clicking tree option as we chosen to adapt decision tree
based induction method.

(R Data Miner - [Ratile {loan_sample.csv)]

Project Tools Settings Help

& B = | 2

Evecute | Mew  Open  Save | Report Ewport | Stop Quit

moo0oT

Data | Explore | Test | Transform | Cluster | Associate Modzl | Evaluate | Log |

Type: ®) Tree O Forest O Boost O SvM O Linear O Meural Met O Survival O All
Target: LO&N Decision  Algaritm:  (® Traditional O Conditional

Min Split: Ell | Max Depth: 20
Min Bucket: 7 | Complexity: 0.0100

Decizion Tree Model

A decision tree model i= one of the wost common data mining models. It
is popular because the resulting model is easy to understand. The
aloorithis use a recursive partitioning approach.

The traditional algorithw is implemented in the rpart package. It is
comparable to CART and ID3/C4.

The conditional tree algorithm is implewented in the party package. It
luilds trees in a conditional inference framework.

ote that the ensenble approsches (boosting and randow forests) tend
to produce models that exhibit less bias and variance than a single
decision tree.

Figure 14.1
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The decision tree classification model can be built using
either of the two packages [9]:

a) “rpart”

b) “tree”

Here the classification model is built using “rpart”
package. The summary of the decision tree classification
model in R data miner is shown below.

Eumary of the Decision Tree model for Classification (built using "rpart'):
=1314 |84 cbrervations deleted dus to misingness)

de], =plit, o, loss, yval, (ypeok]
* dezotes terminal node

flassification tres:
ppact {formula = LOMN Decision - ., data = crafdataset [erajerain,

{crejizput, craftarget)], metiod = "class”, parms = [istisplit = "informatics”,
costrol = rpart.control {useswrrogate = 0, maxaurcogate = 0}

varibies scTUslly used in CIE CORSTIUCTIoN:
[1] B0l lpe  Educotion Ewplopment Marital  Cecupation RRC Insome

Buut sode ertoe: 31301314 = 0.1382
p=1314 84 cheervations deleted doe to missingness)

(P neplit rel error werror xstd
IWINEES U LUUDUU I.00000 0,085
B 0.02TI57 2 0,702 0,759 0.044529
i .025559 5 D.A5176 075719 0.084529
f 0. b U.BZ6EU 0.T4941 0.0HEE3S

Figure 14.2
V. DECISION TREE GENERATED

Declsion Tree loan.csv § LOAN_Declsion

Masital
2 COecupation
sk ‘
T2 obs
s Educetion
sk ‘
85 obs
1% SAp N
sde
178 obe
2 Emphogrent 153
risk
Jcbs
1% RRC_hcome < =>.0.79

ek

150bs

i H 119
sk E: )
MNabs Hobs
% T45%

Figure 15. Decision Tree
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VI CONCLUSION

Thus by performing the above stages we can predict
which loan applicants are “risky” and which are “safe” for a
loan dataset. This prediction is very useful in taking decision
for a bank whether to issue or reject loans for any individual

[61[10].
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