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Abstract: Algorithm performance in distributed systems directly from the balance between concurrency and mutual exclusion takes effect. The 
two categories are not mutually exclusive and antagonistic concurrency to reduced efficiency and lack of mutual exclusivity loss of accuracy 
function ends. So they both exist in the system is essential. Normally communication in distributed systems based on message processing, there 
is no shared memory. Thus number of messages posted an important criterion for measuring the effectiveness of the proposed algorithms for 
distributed mutual exclusion is about. In this paper, an algorithm for token-based distributed mutual exclusion problem is presented. This 
algorithm is a package that permits the processing moves each node receives a packet can take advantage of critical region. The algorithm solves 
the deadlock and starvation by a mesh topology. In this algorithm, traffic is minimal and the system does not interfere in the job log. Proposed 
algorithm has capability management different critical regions at the same time. For each critical region of that can be closed in a separate 
license and permit all packets in the node to the node for the critical region, permits for the package to be another critical region. So act quickly 
of distributed system is rises. 
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I. INTRODUCTION 

The hardware and software systems that are connected 
to each other and to have shared a long distance are called 
distributed systems [1]. Obviously, when you use multiple 
computers from a common source, there is a potential 
interaction process [2, 3]. Shared areas to manage mutual 
exclusion problem arises. Mutual exclusion problem was 
first presented by Professor Joung. Mutually exclusive, 
shared resources and means to prevent the processes that are 
going on at one time, work with a common source [3]. To an 
area where there is risk of collision processes, is called the 
critical region. Suppose that different processes at the same 
time they want printed by the printer. Many algorithms for 
managing distributed systems are critical areas that we 
describe in this paper a brief overview of each algorithm [4, 
5]. The superiority of the algorithm in response time and 
number of messages to be exchanged between processors is 
specified. The response time is important because the CPU 
must be in the best response time and the number of 
messages is important because the system has little traffic 
[6, 7, and 8]. May be there is thousands of computers in a 
distributed system. Traffic is so important. The topology of 
this algorithm is mesh topology and this topology will look 
into it, then an algorithm for the management of critical 
areas in which the connection between computers in a 
distributed system is a mesh topology, we present. Finally, 
we compare the proposed algorithm with other algorithms; 
we demonstrate the advantages of this algorithm. 

 
 

II. DISTRIBUTED MUTUAL EXCLUSION 
ALGORITHMS 

A. Centralized algorithm: 
In this algorithm, there is a central coordinator who is in 

charge of managing the crisis. Each node is a critical area of 
application with a request message (Request) sent to the 
coordinator [9]. Then you can open critical area coordinator 
a message "ok" and it will be sent to that node, the node can 
be a critical area to begin his career. But if the coordinator is 
critical in requesting node does not send any messages to the 
nodes in the queue to be released to a message critical 
region at any time "ok" nodes it send a requesting . Send the 
request of the problems ahead, because the requesting node 
knows in the waiting queue is destroyed or a coordinator. 
Perhaps the requesting node to infinity in the critical region 
is expected. If the coordinator is corrupted, then the 
coordinator will make the critical area not assigned to him 
(Because the request queue is cleared) [10]. Furthermore, if 
the requesting node coordinator believes that it is broken 
and re-sends your request is likely waiting a long time and 
now it has been the coordinator node has sent two requests 
to two critical areas of allocated to that node. After the 
nodes with critical area critical areas of a release message 
(Release) to the coordinator sends the completed form to 
notify the coordinator [9]. 

B. Distributed Algorithms: 
This algorithm has been presented by Mr. Ricart and 

Agrawala [11]. This algorithm is based on clock 
synchronization Mr. Lamport is derived from the theory 
[11]. In this algorithm, there is no central coordinator. All 
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nodes are involved but also to manage the crisis. Politics of 
this algorithm so that each node has to do with the crisis, 
make a package with its current network address and time, 
to be sent to other nodes [11].  

All three conditions occur: 
a. Nodes receiving the package do not work with critical 

area after the sender sends the message Ok [12]. 
b. Nodes receiving the regions critical needs work and 

has submitted a request packet to all other nodes. Now 
it’s time stamp with the time stamp is received and the 
time stamp received is less than the requester sends the 
message Ok [12]. 

c. After receiving node with the node requesting critical 
works on the line puts up his own business and then all 
messages will be sent to the applicant’s Ok [12]. 

If the requesting node to all nodes in the system of the 
right to enter the message Ok received critical and otherwise 
wait. This expectation is problematic, because it is a faulty 
node or nodes, but is unable to send Ok message from that 
node are waiting, and the system is idle. In a sense, each 
time the total number of nodes in the voting system should 
be time stamped messages to be sent and then received the 
same number is Ok [13]. If there are n nodes in the network 
must be 2n and the number of messages exchanged 
messages caused traffic is high. 

C. Token ring algorithm: 
In this algorithm, nodes are located next to each other in 

the ring topology cues (i.e. the processors are located on a 
circle adjacent processors is a direct connection between the 
processor and between processors non-contiguous 
Interconnection that there are) [14]. Among processors in a 
single package, there is a suspended between the processor 
is running. Each processor that receives the packet, it will be 
critical if the region is to keep close to the critical region. 
After finishing with the critical region where the packet 
leaves the network, the other processors can use the critical 
region. In this model, if a node has received the packet is 
damaged, or if the connection between two nodes is cut 
package is also missing, and the entire node receives the 
packets are for. After this account, there is failures point in 
the algorithm, but also reduce the number of messages and 
network traffic is low [15].  

If the package is lost in the network must be built on a 
new package. It is also difficult because the packet loss is 
due to late arrival of packets [16]. Perhaps a node receives a 
packet with the crisis has been a long time, and also the 
other nodes in the network has a packet and the network is 
located in the two license packages. A timeframe for 
building permits is considered. A node during its first period 
and did not receive the package, the new package will be 
created in the network [15, 16]. 

III. MESH TOPOLOGY 

The topology of the network nodes on a two-
dimensional matrix of rows and columns together, and each 
node is connected with its neighboring nodes [17, 18, 19, 
and 20]. It is also possible the communication between 
nodes by the intermediate node. In this topology, all the 
nodes are connected. To place the nodes in the topology, 
nodes with higher priority in the beginning and at the end of 
the network nodes with lower priority process [19, 20]. 
Figure 1 is an example of the mesh topology is given. 

 

 
Figure 1. A distributed system that has 12 computers together to form a 

mesh topology [20]. 

If the network algorithms by DFS (depth first search) to 
navigate, it is noticeable that the list is an ordered list. DFS 
traversal of the nodes connected to the current node, and 
then navigate to the next level and make it to all nodes in the 
navigation continues [21, 22]. 

IV. PROPOSED ALGORITHM 

In a distributed system, which we refer to in this article, 
there is a license package that was suspended between 
nodes, and each node can receive a packet with the 
permission of critical work to do. On the other DFS 
algorithm we described how to traverse the network. It is 
noted that this topology can be seen in several critical areas 
for each packet in the network can be licensed. This node 
can vary in a time critical work areas, and the system 
efficiency is maximized. When the number of messages 
exchanged between nodes are allowed to be exchanged two 
messages. The first message from the source node to the 
destination node is the destination node indicates that it is a 
license and permit confirmation message to the source node 
announces. If the message reaches the first node and the 
second node, the message is not sent, the source node to the 
destination node thinks is wrong and will send the license to 
the next node, but you get the authorization message to the 
destination node, and the confirmation so it can be a critical 
area to work with. 

If the work is not critical, so the packet to the next node 
on the network which is derived from the DFS traversal 
sends, and the waiting area is critical, so keep it closed and 
its work in the area perform critical. Then send the packet to 
the next node. When selecting the next node to receive a 
license package, you must consider that the node has not 
been visited in the traversal. These lacks of hunger for the 
algorithm are considered. Because if a node in a traversal of 
the network, so the algorithms are not licensed, there will be 
hunger. The algorithm is that a node has received the packet 
is permitted, the number of packets that can be stored 
scrolling. 

The memory complexity of the algorithm is of order O 
(n) is. Whenever a network survey was completed, the list of 
nodes that have received the package licensing arrangements 
were going to clear up in the next step we traverse the nodes 
can access it. For a full survey is conducted to determine 
whether a variable CNT consider that each node has a single 
packet authorization can be increased. Increasing CNT vary 
depending on the sender node will be licensed, so if this 
node is supposed to receive a license package is broken, the 
CNT variable nodes in to navigation. Finally, it is CNT = N 
(N is the number of nodes on the network), the network is 
fully traversal algorithm is then equal to zero and the CNT 
array traversal nodes are also removed. For example, the 
network in Figure 2 describes the survey process are. 



Hossein Nick khah et al, International Journal Of Advanced Research In Computer Science, 4 (10), September–October, 2013, 44-48 

© 2010, IJARCS All Rights Reserved                                                                                                                                                                                                    46 

 
Figure 2. Traverse to Network 

At the beginning of a packet network license, the 
scrolling action begins, and goes up to the net, and when 
CNT = N, the list is cleared and CNT = 0 is met. Next, 
scroll, scroll to the end of the license is changed or closed. 
Meeting list a, b are symmetric exactly, but it's not always 
because if a node goes down, depending on the direction of 
change. Suppose package licensing in the way, all nodes are 
correct and on the way back down to 8 knots. Figure 3 
makes navigating the list of networks. 

 
Figure 3. How to navigate the network when a node failure. 

Also, if a node went down the road and be right back on 
track, navigating DFS, it puts the node into the list of 
recurring appointments, it can also be the node list of nodes 
using the critical placed. This is why every time you see the 
list of network-on surveys completed to clean up the list 
again next survey to be completed. This property makes the 
algorithm dynamically act. 

In mesh networks, each node has at least two neighbors 
and at most four neighbors, so if a node wants to send 
packets to all neighbors that fail authorization if the 
neighboring nodes of the network will be working. To 
address this problem, in this situation, we consider a time 
interval in primary node. If the first node in the network 
after this time period, no packets received, then the network 
will generate a new package. Also, a node and its neighbors, 
was shut down in the previous license had already closed 
and waiting for the new package will be destroyed. 

This is due to the elimination of prior authorization 
package, if the neighbors were true, then closed it and now 
pending in the network, the network is allowed two bags, 
and it is possible that the two processors depending on the 
license they are together entering the critical region, the 
mutual exclusion problem is a defect. After all nodes have 
an equal time interval, and the first node of the packet 
received after this time period, the other is closed, and the 
rest of the nodes, depending on if it failed to a, then destroy 
the package. The important thing is timeframe sizes. 
Consider a small time interval is a problem in the system. It 

is not complete because the network is still closed to 
navigation license and goes away this hunger is the last 
node. Large considering the efficiency of the algorithm 
reduces the required timeframe. It is possible, then shut 
down the node that has the permits in hand, will take a long 
time to make the next batch, and a lot of waiting around for 
it to stay closed. First, the time interval is very large 
(infinite). Each time you complete a web survey was 
conducted on a closed interval of the license, and each node 
can be considered a license to receive the package, the 
timeframe to, depending on the period of the license is 
updated. So every time you navigate to the network, if a 
node is removed from a scroll or navigate into, the period of 
time when there is an update, just spent the last navigating.  

The algorithm is dynamic in that respect as well. The 
only disadvantage of the algorithm is responsible for closing 
the first node and the first node goes down, the whole 
system is broken. To address this problem, we consider each 
node at a time. It is enough to generate and send a license. 
Each node is based on the priorities of the previous node 
when it is double, and after that time, found that the higher 
priority nodes are corrupted. So, create a license packet and 
put in the network. For example, if the waiting time for the 
package, the first node is two seconds, and the time to 
generate and send a packet to all nodes 0.5 seconds,  In 
Figure 4, each time the node is displayed. 

 
Figure 4. Waiting time to generate a license package 

Time license to build and send packets, the first packet 
by the first node of the first building permit, it is calculated 
that is sent to each node, that node waiting time for your 
package to the size of its increases as well. The first time 
traverse the network in Figure 4 is calculated whenever a 
node is added to the network when it’s time to the size of the 
node and send a license from the previous calculates. The 
point of failure in the network is lost. 

V. MANAGEMENT ALGORITHM FOR 
MUTUAL EXCLUSION 

Now that all the issues raised optimization algorithm, 
pseudo code for this algorithm can be cited. This code 
presented in figure 5 

 
Figure 5. The pseudo code for proposed algorithm 
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Mesh algorithm permits will initially function for 
receiving packets, and the packets get your work done with 
the critical region. Then again a DFS traversal of the 
network and the node sends the packet to reach a proper 
knot. If all the nodes are damaged and eliminate the waiting 
time to finish packing and other nodes in the network, and 
the network using the other packages are makepackage. 
Receive the license you received the package, then a 
message "ok" to permit the sender sends the packets are not 
sent to other nodes. Receive makepackage functions and 
must be constantly running, and if any provision of its 
operations are conducted. So each must be considered in a 
thread, that thread is constantly running and if the condition 
algorithms makepackage, receive, these algorithms runs. 
The algorithm only works when dealing with the crisis 
started. We can vary depending on the algorithm for each 
shared resource management is used to take. It does not 
require nodes to forward packets which are not working as 
well as system efficiency goes up. 

VI. CONCLUSIONS 

Since the proposed algorithm uses a mesh topology, any 
disruption of distribution rules is respected. Because the 
system will retain the flexibility to easily add or remove a 
node can work without harming the system is. Reliability is 
respected because of deterioration or malfunction in the 
communication line between two nodes of a node, the 
system will not fail mode and finds another way to navigate 
a network. Also, because each traversal, we traverse all 
nodes are available, then there is the issue of hunger 
processors, and all processors have access to critical areas of 
the fair. 

As noted earlier in network traversal algorithm is DFS. 
If you want to permit packets from the first node to the last 
node must be the number of n-1 node to node to traverse to 
reach the final. The algorithm in the worst case n-1 times 
Message must send the packet to the other node that 
receives a message packet "ok" to send the package to the 

sender. In the worst case, depending on the license is the 
first node to the end of the 2 (n-1) messages to be 
exchanged. 

The direction if the nodes in the network and shut down 
the license could not be sent between nodes, the first node to 
receive packets waiting period expired license and did not 
receive a license package, depending on the network there 
make sends. After doing this great failure of processors in 
the system does not work. The license package is not 
missing any time. Previous node, depending on the license 
and managed to send it is not closed after the waiting period 
is calculated for each processor in the network survey, 
removing defects, while the package eliminates the 
interference 2 there is depending on the license. 

In the license package, we have defined a variable 
called CNT.Variable CNT with a single traversal of each 
node is added. Network traversal algorithms work with 
DFS, until it is done, the CNT value is smaller than the 
number of processors in the system or processor who holds 
a license Package, and cannot you send the packet to another 
node. When the value is zero in the CNT network traversal 
in the opposite direction, i.e. from the beginning to the end 
of the network, the network is looking for. With this 
interpretation, a node in a navigation bar, two packets will 
not receive the license, or a node receives a packet cannot be 
excluded licenses. Then there is the issue of hunger, 
processors and navigation network at any time, there is 
equality between processors. 

License package includes an array of length n where n 
is the number of processors in the system. The array of 
network navigation displays, and license packages are sent 
to nodes that are not within the array. When scrolling the 
grid once completed CNT = n, then the array will be erased 
and CNT = 0. 

Finally, in Table I a comparison of the proposed and 
existing algorithms for distributed mutual exclusion 
problem, we present the advantages and disadvantages of 
the algorithms are the points table indicates. 

Table I. Comparison of the algorithm with other algorithms 

Algorithms Number of message for 
services to all nodes 

Time of message Disadvantage 

Centralized algorithm 3 2 Coordinator crashed 

Distributed algorithm 2(n-1) 2(n-1) Point of failure 

Token-ring algorithm n-1 1 to ∞ Lost package, point of failure 

Proposed algorithm 2(n-1) 2(n-1) Requires memory for storing traversal history 
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