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Abstract: Data and Information has a significant role on human activities. The explosive growth in databases has created a need to develop 
technologies that use information and knowledge intelligently. Data mining is the knowledge discovery process by analyzing the large volumes 
of data from various perspectives and summarizing it into useful knowledge. Due to the importance of extracting knowledge/information from 
the large data repositories, data mining has become an essential component in various fields of human life. Hence the data mining techniques has 
become an increasingly important research area.  This paper discusses an overview of empirical data mining research from past to the present 
and reviews data mining techniques, research and their applications and development, through a survey of literature and the classification of 
articles and explores the future trends. 
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I. INTRODUCTION 

Although data mining is a relatively new term, the 
technology is not. Companies have used powerful 
computers to sift through volumes of supermarket scanner 
data and analyze market research reports for years. 
However, continuous innovations in computer processing 
power, disk storage, and statistical software are dramatically 
increasing the accuracy of analysis while driving down the 
cost.  

The Emerging advances in computing power, 
communications networks, digital storage technologies, and 
high-throughput data-acquisition technologies, make it 
possible to gather and store unimaginable volumes of 
information in various fields of human life has lead to the 
large volumes of data storage in various formats like 
records, documents, images, sound recordings, videos, 
scientific data, and many new data formats.  

The data collected from different applications require 
proper mechanism of extracting knowledge from large 
repositories for better decision making. Knowledge 
discovery in databases (KDD), often called data mining, 
aims at the discovery of useful knowledge from large 
collections of data.  

Generally, data mining (sometimes called data or 
knowledge discovery) is the process of analyzing data from 
different perspectives and summarizing it into useful 
information - knowledge that can be used to increase 
revenue, cuts costs, or both. The knowledge gained can be 
used for applications ranging from market analysis, fraud 
detection and customer retention, to production control and 
science exploration.  

Thus data mining refers to extracting or mining 
knowledge from large amounts of data. Summarization, 
classification and prediction, regression, association, 
clustering etc are some of the data mining functionalities 
used to extract hidden knowledge. It’s a useful software tool 
in several fields such as marketing, decision making, etc. It 
makes new opportunities for large-scale knowledge 
discovery from database. Data mining (DM) technology has 
emerged as a way of activity this discovery. 

 
Before subjecting the data to data mining algorithms, a 

feature selection step is employed which might be 
performed on raw information or the detected peaks using 
unsupervised learning or supervised learning techniques. 
Data mining is a crucial part in databases which will be used 
to extract the hidden information by supervised or 
unsupervised learning methods. 

A. Unsupervised learning methods: 
Unsupervised approaches are simplest routine approach 

to visualize the distribution of data. These approaches 
include k-means clustering, principal component analysis 
(PCA), and hierarchical clustering which can be used a basis 
for feature selection.  Principal Components Analysis (PCA) 
as a method of multivariate statistics [1] maps high 
dimensional knowledge by creating eigen values. Each 
linear combination or principal component is a weighted 
sum of the amplitude at each m/z value. The PCA approach 
was used to rank peak intensities within each spectrum and 
applied on cervical [2]. Hierarchical clustering (HC) is 
another powerful knowledge mining method for initial 
exploration of proteomic data. A very important category of 
clustering methods is hierarchical clustering. There are 
considerable research efforts which have been focused on 
algorithm-level improvements of the hierarchical clustering 
process [3].   When performing hierarchical clustering, some 
metric must be used to determine the similarity between the 
pairs of the clusters [4]. The HC begins by assigning each 
sample to its own cluster. It further calculates similarity 
scores or distance matrices between sample and places 
samples that are close to each other.  

B. Supervised Learning methods: 
Supervised learning techniques need class labels such 

that training can occur on knowledge obtained from a subset 
of the provided samples. This algorithms that reason from 
outwardly provided instances to provide general hypotheses 
that then build predictions about future instances. In 
alternative words, the goal of supervised learning is to create 
a concise model of the distribution of class labels in terms of 
predictor features [5].The two types of variables in this 
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exercise are predictor variables and a response variable 
(disease). Classification algorithms can be used for feature 
selection and classification. Such algorithms include genetic 
algorithms, decision trees, and neural networks. The aim of 
genetic algorithms (GA) is to extract a model by creating 
chromosomes of input variables and iteratively recombining 
chromosomes and mutating genes.  

This paper reviews the various trends of data mining 
and its relative areas from past to present and explores the 
future areas of it. 

II. THE CRAFT OF DATA MINING RESEARCH 

Due to the increasing availableness and class of 
knowledge recording techniques, multiple data sources and 
distributed computing are getting the vital trends of modern 
data systems. Several applications like security informatics 
and social computing need a ubiquitous information analysis 
platform in order that decisions can be made quickly under 
distributed and dynamic system environments. Although data 
mining is currently been popularly utilized to achieve such 
outcomes, constructing a data mining system is, however, a 
nontrivial task, which require an entire understanding on 
varied data mining methods as well as solid programming 
skills [6].  

There are many researchers and academicians engaged 
on coming up with designing efficient data mining 
techniques, methods, and algorithms [7]. Knowledge 
economy needs data mining is much goal-oriented in order 
that more tangible results are made. This demand implies that 
the semantics of the knowledge should be included into the 
mining process [8]. Monetary risks talk over with risks 
related with funding, like credit risk, business risk, debt risk 
and insurance risk, and these risks might place corporations 
in distress. Early detection of economic risks will facilitate 
credit grantors to cut back risk and losses, establish 
acceptable policies for various credit products and increase 
revenue. Because the size of financial databases grows, 
large-scale data mining techniques that can process and 
analyze huge amounts of electronic knowledge in a very 
timely manner become a key element of many financial risk 
detection methods and still be a theme of active research [9].  

Data mining is a crucial technique in summarize and 
prediction in numerous industry. With the assistance of grid 
computer, the potential for knowledge storage and potency of 
data mining methods is extremely redoubled these days, most 
of studies concentrate on knowledge reproduction 
mechanism and replica choice method [10]. Data mining 
application to proteomic data from mass spectrometry has 
gained abundant interest in recent years. Advances created in 
proteomics and mass spectrometry have resulted in sizable 
amount of knowledge that can’t be simply visualized or 
interpreted [11], and because of its advantage in speed and 
low price, we advice that MS proteomics may be a good 
candidate for an early primary screening method to disease 
diagnosis, identifying areas of risk and creating referrals for 
additional specific tests [12]. Knowledge points obtained 
from the information pre-processing step represent potential 
biomarkers. Several identification studies aim to seek out 
proteomic patterns which will discriminate between total 
different biological conditions.’ proteomic patterns for 
disease diagnosis relies basically on the pattern of signals 
observed within a mass spectrum rather than the additional 
conventional identification and quantization of a biomarker 

[13]. Utilizing this technology, many clinical samples per 
day may be analyzed with the potential to be a new, highly 
sensitive diagnostic tool for the early identification of 
diseases or as a predictor of response to therapy [14]. Many 
profiling studies aim to seek out proteomic patterns which 
will discriminate between totally different biological 
conditions. Computational models of learning typically train 
on labeled input patterns (supervised learning), unlabeled 
input patterns (unsupervised learning), or a combination of 
the two (semi-supervised learning) [15]. 

Multi-relational data mining enables pattern mining 
from multiple tables. Multi-relational data mining algorithms 
can be used as practical proposal to overcome the deficiency 
of conventional algorithms. Deepak Meena and Hitesh Gupta 
[16] present an overview of multi relation data mining 
techniques and classification algorithms. Bhoj Raj Sharma et 
al [17] gives a   review on data mining challenges, issues and 
applications 

III. DATA MINING TRENDS 

The current data mining methods capable of handling 
only a particular type of knowledge and limited amount of 
information, but as knowledge is expanding at a massive 
rate, there is a need to develop new data mining methods 
which are scalable and may handle different types of 
knowledge and large volume of information. Over recent 
years data mining has been establishing itself as one of the 
major disciplines in computer science with growing 
industrial impact. Undoubtedly, research in data mining will 
continue and even increase over coming decades [18]. 

There are lots of data mining trends which are currently 
being developed and researched. These trends include 
methods for analyzing more complex forms of data, as well 
as specific techniques and methods. They are 
distributed/collective mining, ubiquitous data mining, 
hypertext/hypermedia mining, multimedia mining, spatial 
data mining, time series and sequential data mining, 
constraint-based mining, visual mining, as well as business 
intelligence data mining etc. These are examined in detail in 
the upcoming sections 

Not only do the application areas of data mining expand 
continuously, but also the utilized techniques keep up 
improving. In the rest of this article we take a closer look at 
above new methods: 

A. Distributed /Collective Data Mining: 
One area of data mining which is attracting a good 

amount of attention is that of distributed and collective data 
mining. Much of the data mining which is being done 
currently focuses on a database or data warehouse of 
information which is physically located in one place. 
However, the situation arises where information may be 
located in different places, in different physical locations. 
This is known generally as distributed data mining (DDM). 
Nowadays, the process of data mining is one of the most 
important topics in scientific and business problems. Grid 
Computing can be used as infrastructures to provide an 
effective computational support for distributed data mining 
applications [19]. Therefore, the goal is to effectively mine 
distributed knowledge that is found in heterogeneous sites. 
Samples of this embody biological information located in 
various databases, information that comes from the 
databases of different corporations, or analysis of 
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information from many branches of an organization, the 
adding of which would be an expensive and time-consuming 
process.  

Distributed data mining (DDM) techniques become 
necessary for huge and multi-scenario datasets requiring 
resources that are heterogeneous and distributed. In the 
paper, it is focused on distributed data mining based in grid 
[20]. Distribution of knowledge and computation permits for 
finding bigger problems and executing applications that are 
distributed in nature.  

B. Ubiquitous Data Mining: 
Ubiquitous Computing poses the challenge of increased 

communication, context-awareness and functionality. In a 
highly dynamic and loosely connected ubiquitous 
environment, continuous access to the network (synchronous 
communication) is difficult. So it's necessary to go for tuple 
space which gives asynchronous communication without loss 
in information. Tuple space offers a coordination 
infrastructure for communication between autonomous 
entities by providing a logically shared memory along with 
knowledge persistence, transactional security as well as 
temporal and spatial decoupling properties that make it 
desirable for distributed systems such as Ubiquitous 
Computing [21].  

With the advancement of laptops, palmtops, cell phones, 
and wearable computers is making ubiquitous access to large 
quantity of information possible. The emerging uses of 
"ubiquitous computing" have the potential of essentially 
altering the way we live and work. Most firms are in business 
to win, and trounce their competitors. They adopt novel 
technologies to avoid new competitors, reinforce an exciting 
competitive benefit, leapfrog competitors, or simply to make 
cash in new markets. Performance is important [22] 
Accessing and analyzing knowledge from a ubiquitous 
computing device offer several challenges. For instance, 
UDM introduces extra price owing to communication, 
computation, security and alternate factors. Several 
applications like security informatics and social computing 
need a ubiquitous information analysis platform in order that 
choices may be create rapidly under distributed and dynamic 
system environments. 

C. Hyper Text and Hyper Media Data Mining: 
Hypertext and hypermedia data mining can be 

characterized as mining data which includes text, hyperlinks, 
text markups, and various other forms of hypermedia 
information. As such, it’s closely associated to both web 
mining, and multimedia mining, which are covered 
independently in this section, but in reality are very close in 
terms of content and applications. While the World Wide 
Web is substantially composed of hypertext and hypermedia 
elements, there are other kinds of hypertext/hypermedia 
information sources which are not found on the web. The 
wealth of information available in the web or local corpora 
has grown while our ability to search and retrieve relevant 
information is being reduced. Hypermedia, being complex 
information objects, is hard to manage [23].  

The importance of hypertext has been growing rapidly 
over past decade. The web and alternative information 
systems use hypertext format, with knowledge organized 
associatively instead of sequentially or relationally. A myriad 
of textual problems have been considered in the pattern 
matching field with several nontrivial results. Withal, 

amazingly very little work has been conducted on the natural 
combination of pattern matching and hypertext. In distinction 
to regular text, hypertext has nonlinear structure and 
therefore the methods of pattern matching for text cannot be 
directly applied to hypertext [24].  

Hypertext has rapidly become an established paradigm 
within the design of information systems. The success of 
products within the software market, evident uses as reported 
by users and therefore the flowering of associated research 
activity all attest to the importance and staying power of 
hypertext rich information systems. Although standard 
hypertext has a number of unquestioned uses, the concept 
also has a variety of well-known issues and limitations. The 
text reviews the main issues and limitations of basic 
(standard) hypertext that constrain the utilization of hypertext 
in practical applications [25]. Net-based logs contain 
potentially helpful empirical knowledge with that World 
Wide Web (Web) designers and design theorists will assess 
usability and effectiveness of design choices [26]. 

D. Multimedia Data Mining: 
Multimedia Data Mining is the mining and analysis of 

various types of data, including images, video, audio, and 
animation. As multimedia data mining incorporates the 
areas of text mining, similarly as hypertext/ hypermedia 
mining, these fields are closely connected. Abundant of the 
information describing these alternate areas also applies to 
multimedia data mining. Multimedia data mining is that the 
mining of high-level multimedia information and knowledge 
from massive multimedia databases. A multimedia data 
mining system paradigm, Multimedia Miner, has been 
designed and developed. It includes the development of a 
multimedia data cube that facilitates multiple dimensional 
analyses of multimedia data, based totally on visual content, 
and the mining of many kinds of knowledge, including 
generalization, discretization, classification, association, and 
clustering [27]. 

Multimedia Data Mining is that the mining and analysis 
of total different types of information, together with images, 
video, audio, and animation. The thought of mining 
knowledge which contains various kinds of information is 
that the main objective of multimedia data mining [27]. 
Because it is very common that the heterogeneous 
multimedia information of the same semantics always occur 
jointly in many domain and application specific databases, it 
is very useful to consider the location information when 
analyzing multimedia knowledge [28]. As multimedia data 
mining incorporates the areas of text mining, similarly as 
hypertext/ hypermedia mining, these fields are closely 
connected. 

E. Spatial Data Mining: 
A definition of spatial data mining is as follows: “the 

extraction of implicit knowledge, spatial relationships, or 
other patterns not explicitly stored in spatial databases.” 
Spatial Data Mining (SDM) is that the process of discovering 
fascinating, useful, non-trivial patterns information or 
knowledge from massive spatial datasets. Extracting 
fascinating and helpful patterns from spatial datasets should 
be more difficult than extracting the corresponding patterns 
from traditional numerical or categorical data owing to the 
complexity of spatial information types, spatial relationships, 
and spatial auto-correlation. Stressed overviewed the 
distinctive features that compare spatial data mining from 
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classical Data Mining, and presents major accomplishments 
of spatial Data Mining research. Extracting interesting 
patterns and rules from spatial datasets, like remotely sensed 
imagery and associated ground information, is vital in 
precision agriculture, community planning, resource finding 
and alternate areas [29] 

Massive database of spatial information have been 
created within different applications such as Geographic 
Information Systems (GIS), environmental studies, banking, 
etc. The growing demand for knowledge housing inside these 
data-bases has attracted much attention to the field of Spatial 
Data Mining. Owing to the common complexity and massive 
size of spatial databases the aspect of efficiency is of the 
most considerations in spatial knowledge finding algorithms 
[30]. However, it is also important to consider information 
which is of an entirely different kind—spatial and geographic 
information which could contain information about 
astronomical data, natural resources, or even orbiting 
satellites and spacecraft which transmit images of earth from 
out in space. 

F.  Time Series and Sequence Data Mining: 
Another important area in data mining centers on the 

mining of time series and sequence-based data. Simply put, 
this involves the mining of a sequence of data, which can 
either be referenced by time (time-series, such as stock 
market and production process data), or is simply a sequence 
of data which is ordered in a sequence. Sequence mining is a 
topic of data mining concerned with finding statistically 
relevant patterns between data.  The concept of sequence 
Data Mining and discovering sequential patterns was first 
introduced by Rakesh Agrawal and Ramakrishnan Srikant in 
the year 1995 [31].  

Sequence mining is a special case of structured data 
mining. In general, sequence mining problems can be 
classified as string mining which is typically based on string 
processing algorithms. String mining typically deals with a 
limited alphabet for items that appear in a sequence, but the 
sequence itself may be typically very long. Many interesting 
real-life mining applications rely on modeling knowledge as 
Sequences. In computational biology, DNA, RNA and 
protein information are all best modeled as sequences. 

The knowledge produced from global different branch 
companies of one enterprise every day can be regarded as 
time series data. It is important and valuable for managers to 
make planning, decision, and control based on these time 
series data [32]. Time series is an important class of temporal 
data objects and it can be easily obtained from scientific and 
financial applications. Tak-chung Fu [33] presents a review 
on time series data mining.  

Another vital area in data mining canters on the mining 
of time series and sequence-based information. Simply put, 
this involves the mining of a sequence of knowledge, which 
might either be referenced by time (time-series, such as stock 
market and production process data), or is simply a sequence 
of knowledge which is ordered in a sequence. Data mining 
has been applied in DNA sequence analysis, which has got 
wide attention and rapid development. And considerable 
research results have emerged that provides an insight of 
research progress in DNA sequence data mining field [34].   

G. Constraint-Based Data Mining: 
Many of the data mining techniques which currently 

exist are very useful but lack the benefit of any guidance or 

user control. One method of implementing some form of 
human involvement into data mining is in the form of 
constraint-based data mining.  

Constraint-based mining has been proven to be 
extremely useful. It has been applied not only too many 
pattern discovery settings but also, recently, on classification 
and clustering tasks. It appears as an important technology 
for an inductive database perspective on knowledge 
discovery in databases (KDD) and constraint-based mining 
is indeed an answer to vital data mining issues. However, 
some authors examine the nature of constraints and their 
semantics. Considering several samples of non important 
KDD processes, we describe the Hows, Whys, and When of 
constraints in a broader context than [35]. 

Data exceptions often reflect potential problems or 
dangers in the management of corporation. Analysts often 
need to find these exceptions from huge amount of data. A 
recent proposed approach automatically identifies and marks 
the exceptions for the user and reduces the reliance on 
manual discovery. However, the efficiency and scalability of 
this method are not so satisfying. According to these 
disadvantages, the optimization is investigated to improve it.  

A new method that pushes several constraints into the 
mining process is proposed. By enforcing several user-
defined constraints, this method first restricts the 
multidimensional space to a small constrained-cube and then 
mines exceptions on it. Experimental results show that this 
method is efficient and scalable [36]. 

Recent studies show that constraint pushing may 
substantially improve the performance of frequent pattern 
mining, and methods have been proposed to incorporate 
interesting constraints in frequent pattern mining. However, 
some popularly encountered constraints are still considered 
as "tough" constraints which cannot be pushed deep into the 
mining process [37] Data constraints. Due to the lack of 
research on methodological issues, the constraint-based 
pattern mining framework still suffers from many problems 
which limit its practical relevance [38]. 

H. Visual data mining: 
It is justifiably aforesaid a picture is worth a thousand 

words. In our daily life we meet with several information 
media, which present us with facts and opinions, supported 
with some proofs, based, usually, on condensed data 
extracted from massive information. It’s common to speak 
such condensed data in a very visual kind - a static or 
animated, preferably interactive, visualization.  

With the rise of multimedia contents in the net, 
individuals ought to handle a massive amount of multimedia 
contents in the internet as well as e-mail. Visual data mining 
is required to seek out appropriate visual data among 
massive multimedia system contents [39]. Visual data 
mining is a field of research which needs knowledge from 
several domains: statistics, data analysis, machine learning, 
artificial intelligence, human-machine interfaces, data or 
information visualization [40]. 

I. Business intelligence data mining: 
After relational databases and data warehouses, the 

techniques used for data management have entered the next 
phase, Business Intelligence Tools. These tools provide 
enhanced business functionality by integrating data mining 
and advanced analytics into data warehouse systems to 
provide comprehensive support for the purposes of data 
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management, analysis and decision support [41]. Supported 
on synthetically processing the distributed application and 
data-stored environment about a few business intelligence 
system, a business intelligence application oriented 
distributed data mining system model with agents as basic 
parts is proposed. 

IV. SOCIAL IMPACT OF DATA MINING 
TECHNIQUES 

In the social sciences, non-utilization of information 
may be a major drawback. Several publications hold on in 
libraries or on the market on the net ought to be used more 
than they are currently. Typical approaches like providing 
abstracts and lists of keywords have proved to be not 
sufficient [42].  

Arockiam et al [43] studied data clustering methods are 
discussed along with its two traditional approaches and their 
algorithms. Some applications of data clustering like data 
mining using data clustering and similarity searching in 
medial image databases are also discussed in the study. 

It is known that in Information Technology (IT) and 
computer driven society, information is one of the most 
significant assets of any business firm. The information and 
communications technology (ICT), which discussed as a 
source for a novel knowledge based society, has played a 
vital role for creating a foundation for future society. It has 
been providing variety of knowledge based data services and 
compatibility enhancements of information society [44]. 

We exist in an environment of rapid change in which 
technology has an ever-increasing social relevance. The 
challenge now is to adapt our approaches to the application 
of new technologies like data mining, enabling us to use the 
tools technology provides wisely and with consideration for 
our society, its members, and its future. 

V. DATA MINING AND ITS FUTURE 

The area of data mining and knowledge discovery in 
databases (KDD) has been growing rapidly, and has shown 
great potential for the future. From the last two decades data 
mining and knowledge discovery applications have got a 
rich focus due to its significance in decision making and it 
has become an essential component in various 
organizations.  

Emergency management is becoming more and more 
attractive in both theory and practice due to the frequently 
occurring incidents in the world. The objective of 
emergency management is to make optimal decisions to 
decrease or diminish harm caused by incidents. Nowadays 
the overwhelming amount of information leads to a great 
need of effective information analysis for the purpose of 
well informed decision. The potential of data mining has 
been demonstrated through the success of decision-making 
module in present-day emergency management systems 
[45].  

Due to the enormous success of various application 
areas of data mining, the field of data mining has been 
establishing itself as the major discipline of computer 
science and has shown interest potential for the future 
developments. Ever increasing technology and future 
application areas are always poses new challenges and 
opportunities for data mining, the typical future trends of 
data mining includes Standardization of data mining 

languages, Data preprocessing Complex objects of data, 
Computing resources, Web mining, Scientific Computing 
and Business data.  

What is the future of knowledge mining? Definitely, the 
area has made great strides in previous years, and many 
business analysts and experts in the field feel that the future 
will be bright. There is definite growth in the field of data 
mining. 

In this article, we surveyed major challenges for data 
mining in the years ahead. We started with the classic 
definition of knowledge discovery and data mining. 
Although we believe that this definition still describes the 
essence of this important area of computer science, its 
interpretation has broadened over the last couple of years 
and will continue to do so in the future. 

Although no human being can foretell the future, we 
believe that there are plenty of interesting new challenges 
ahead of us, and quite a few of them cannot be foreseen at 
the current point of time. 

VI. CONCLUSIONS 

In this paper we briefly reviewed and discuss an 
overview of empirical data mining research from past to the 
present and reviews data mining techniques, research and 
their applications and development, through a survey of 
literature and the classification of articles and explore the 
future trends.  

This review would be helpful to researchers to focus on 
various issues of data mining. Finally, the ability to 
continually change and provide new understanding is the 
principle advantage of data mining techniques and 
methodologies, and will be at the core of data mining 
applications, in future.  
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