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Abstract: The performance of superscalar processor is affected by various parameters like superscalar factor, reservation station 
architecture, size of reservation station, number of different functional units etc. The superscalar factor is the primary factor which 
increases the IPS (instructions per cycle). Superscalar architecture supports the instruction level parallelism by issuing more than one 
instruction per clock cycle i.e. increases the IPC. Increasing superscalar factor results in higher IPC. This paper intent to find the optimal 
value of superscalar factor to which significant improvement in IPC can be achieved. The simulation performed using PSATSim v2.1 
simulator with five different SPEC benchmark programs, considering both distributed and centralized reservation station architectures 
separately. 
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I. INTRODAUCTION 

A superscalar processor is one in which multiple 
independent instruction pipelines are used. Each pipeline 
consists of multiple stages, so that each pipeline can 
handle multiple instructions at a time. Multiple pipelines 
introduce a new level of parallelism, enabling multiple 
instructions to be processed at a time as shown in figure1. 
A superscalar processor exploits what is known as 
instruction level parallelism, which refers to the degree to 
which the instruction of a program can be executed in 
parallel. 
A superscalar processor typically fetches multiple 
instructions at a time and then attempts to find nearby 
instruction that are independent of one another and can 
therefore be executed in parallel. If the input to one 
instruction depends on the output of preceding instruction, 
then the latter instruction cannot complete execution at 
the same time or before the former instruction. Once such 
dependencies have been identified, the processor may 
issue and complete instruction in an order that differs 
from that of the original machine code. The processor 
may eliminate some unnecessary dependencies by the use 
of additional registers and the renaming of register 
reference in the original code. 
The superscalar processor support instruction level 
parallelism [3], means more than one instruction may be 

executed in single clock cycle which improves the 
performance by executing multiple instructions in parallel. 
The performance of superscalar processor depends on 
various parameters e.g. superscalar factor, size of 
reservation station, reservation station architecture 
(centralized, distributed or hybrid), number of execution 
units, and memory architecture.  

 

 
Figure1: Superscalar Pipeline 

In this paper optimal value of superscalar factor at 
centralized and distributed reservation station architecture 
is computed through experimental approach using the 
PSATSim v2.1 simulator [1]. The distributed and 
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centralized reservation station architecture were simulated 
for different value of superscalar factor and these two 
architecture were analyzed on the basis of IPC.  

II. SUPERSCALAR PIPELINED PROCESSOR 

ARCHITECTURE 

Superscalar processors have multiple functional units 
which provide greater concurrent processing of multiple 
instructions and higher instruction execution throughput. 
It has the ability to execute instruction in an order 
different from that specified by the original program. 
Instructions are issued from a sequential instruction 
stream. The central processing unit hardware dynamically 
checks for data dependencies between instructions at run 
time. The CPU accepts multiple instructions per clock 
cycle. 

 

 
Figure 2: Superscalar Pipielined Processor Architecture  

PSATSim simulator is based on design of superscalar 
processor shown in figure 2 proposed by shen,Lipasti 
[1][2]. In this architecture from fetch to dispatch stage, 
instruction is in-order and after the dispatch stage 
instruction is stored in Reservation Station.  
Due to dependence [4] among the instructions, some 
instructions must wait for operand in Reservation Station. 
Instructions for which operands are ready will go to their 
correspondence Execution Unit. After that each executed 
instruction, which is in out of order, will go to in Reorder 
Buffer. 

Two model architectures, were used for simulation 
purpose; one is centralized reservation station architecture 
and other is distributed reservation station architecture. To 
observe the effect of architecture of reservation station 
architectures, The other parameters are common to both 
models. These models were simulated on five different 
SPEC benchmark programs[8] . 

III. ROLE OF DIFFERENT PARAMETERS IN 

SUPERSCALAR PIPELINED ARCHITECHTURE 

Various parameters effecting performance of superscalar 
pipelined architectures are discussed below. 
Superscalar Factor: The number of instructions that can be 
fetched and/or completed in one clock cycle. This value 
determines the width (instructions) of the fetch, decode, 
issue, and commit stages in the processor 
Reservation Station Architecture: Every execution unit 
required at least one reservation station to store the source 
data from completing instructions. With more than one 
reservation station, instructions can begin execution as 
soon as its source operands are available even if a prior 
instruction has not started. Reservation stations hold the 
instructions that are waiting to begin execution or are 
currently executing. Branches and stores do not need any 
renaming entries since they do not change the value of any 
architectural registers. If instruction has all the source 
operands it requires, it’s either executing or is ready to 
begin execution. Instructions remain in the reservation 
station until execution is complete. An instruction can 
begin execution when all of its source operands are 
available. However, only one instruction can begin 
execution, in any given execution unit in a single cycle. If 
two instructions are ready to begin execution on the same 
execution unit on the same cycle, the oldest instruction 
goes first. An integer, floating point, or branch instruction 
can only begin execution in the execution unit directly 
below the reservation station it was issued to. Memory 
instructions are much more complicated. 
Size of Reservation Station: After fetch the opcode of 
instruction the instruction wait in reservation station or 
called also dispatch buffer in case of centralized 
architecture. After that each instruction goes to their 
corresponding execution units. 
Rename Entries: Rename entries is the number of entries 
in the processor’s register renaming buffer. This value 
limits the number of instructions, which potentially modify 
an architectural register that can simultaneously be ‘in-
flight’. The instruction which has issued already (left the 
issue stage) and has not yet to be committed (left the 
commit stage) is considered in-flight. The rename buffer 
stores information that actually shows which instruction 
result have been assigned to each of rename entries and 
whether it’s result valid or not. If the instruction has not 
completed the result is invalid, else it has been completed 
and broadcasted its results, but has not yet committed 
(written back). 
Reorder Entries: The number of entries in the processor’s 
instruction reorder buffer. This value limits the number of 
instructions that can simultaneously be ‘in-flight’. Any 
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instruction that has issued (left the issue stage) and has not 
committed (left the commit stage) is considered in-flight. 
Instructions that do not modify an architectural register, 
(branches and stores), do not require a rename entry, but 
they do require a reorder entry. The reorder buffer holds 
the instruction number of all in-flight instructions. The 
instruction can be uncompleted or completed and waiting 
its turn to commit and write back. As soon as it turns to 
commit and write back the entry will be unallocated. 

IV.  SIMULATION  RESULTS FOR DISTRIBUTED  

RESERVATION  ARCHITECTURE 

According to Shen and Lipasti [2], the best mix of 
functional units for a superscalar pipeline depends on the 
application domain. Typical programs have 40% ALU 
instructions, 20% branches, and 40% load/store 
instructions. According to 4-2-4 rule of thumb, for every 
four ALU units; two branch units, and four load/store units 
shall be optimum. By using the above data, the superscalar 
factor was varied through 1 to 16 and entries per 
reservation station was varied through 1 to 8. The graph 
between Superscalar factor and IPC for distributed 
reservation architecture is shown in Figure 3.  

 

 
Figure 3  Superscalar factor and IPC for distributed reservation 

architecture 

In figure 3, a graph is plotted between Superscalar factor 
and IPC for distributed reservation architecture at size of 
reservation station is 2. It is observed that, for superscalar 
factor 1 through 16, as the superscalar factor increases, the 
number of clock cycles increases significantly. After 
superscalar factor 4 there are no significant improvements 
in clock cycles. Thus we can say that optimal value for 
superscalar factor is four for distributed reservation station 
architecture. 

V. SIMULATION RESULTS FOR CENTRALISED 

RESERVATION ARCHITECTURE 

The graph between Superscalar factor and IPC for 
centralized reservation architecture is shown in Figure 4.  

 

Figure 4  Superscalar factor and IPC for centralised reservation 
architecture 

In figure 4 graph is plotted between Superscalar factor and 
IPC for centralized reservation architecture at size of 
reservation station is 4. We can see that for superscalar 
factor 1 through 16, as the superscalar factor increases, the 
IPC increases significantly. After superscalar factor 4 there 
are no significant improvements in clock cycles. Thus we 
can say that the optimal value for superscalar factor is four 
for centralized reservation station architecture. 

VI. CONCLUSION 

The simulation provides the comparison between 
distributed & centralized reservation station architecture 
at different size of reservation station, and it is found that 
for both architectures (distributed and centralized),  the 
optimal value of superscalar factor is four in superscalar 
pipeline processor architecture. 
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