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Abstract: The primary purpose of this study is to evaluate the conventional network and the Neural Network. The evaluation criterion is 
based upon edge detection, face detection. Image enhancement improves the quality (clarity) of images for human viewing. Neural 
Networks have been developed rapidly during the recent few years and it is extensively applied for the enhancement of the digital image. 
For this proposed comparison, the evaluation criteria parameters are implements and analyzes for both neural and conventional network. 
One of the purpose of the study was to identify the major factor affecting the image and result are obtained were validated with existing 
techniques. This paper focuses on two popular features of image enhancement that are face detection and edge detection. Experiments on 
images are implemented to confirm the validity of the proposed analysis. The number of experiments is done on the number of images 
which shows that in the edge detection of image the counting of the no. of white pixels are more than the no. of white pixels in 
conventional networks. The face detection method counts the single face and multiple faces in the image, which is given for the evaluation. 

 
Keywords: Conventional networks, edge Detection, Face detection, Neural Networks. 

I. INTRODUCTION 

The objective of this paper is to analyze the applicability 
of neural networks as well as conventional networks in 
image enhancement. The preliminary information about 
neural network and conventional network is discussed [1, 

2].Image enhancement is the process of improving the 
quality of digital image. The commonly used 
enhancement techniques are contrast enhancement, 
histogram equalization, edge sharpening, variety of filters 
and so on. Image enhancement improves the quality 
(clarity) of images for human viewing. This evaluation is 
based on the three features of image which are to be 
enhanced i.e. face detection, edge detection. [3] 

II. LITERATURE REVIEW 

Image enhancement is mainly done by maximizing the 
information content of the enhanced image with intensity 
transformation function. In this work a parameterized 
transformation function is used, which uses local and 
global information of the image. Here an objective 
criterion for measuring image enhancement is used which 
considers edge information of the image. This is tried to 
achieve the best enhanced image according to the 
objective criterion by optimizing the parameters used in 
the transformation function with the help of PSO. Results 
are compared with other enhancement techniques, viz. 
histogram equalization, contrast stretching and genetic 
algorithm based image enhancement [4] 

 

The importance of simulation techniques in the field of 
digital image processing. Simulations are carried out for 
implementation of various basic image enhancement 
techniques on MATLAB in spatial domain as well as in 
the frequency domain, and, it is concluded that the 
frequency domain analysis is easier to implement as 
compared to spatial domain.[5]  

The conventional back-propagation algorithm is basically 
a gradient-descent method; it has the problems of local 
minima and slow convergence. In this paper, the 
convergence proof of the algorithm is analyzed. The 
generalized back propagation algorithm changes the 
derivative of the activation function so as to magnify the 
backward propagated error signal when the output 
approaches a wrong value. Thus the convergence rate can 
be accelerated and the local minimum escaped. From the 
convergence analysis, it is shown that the generalized 
back-propagation algorithm will improve the original 
back propagation algorithm in terms of faster convergence 
and global search capability. [6] 

III. CONVENTIONAL IMAGE 
ENHANCEMENT 

Image enhancement is usually done by two methods in 
conventional networks i.e., basic gray level 
transformations and histogram methods. 
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A. Basic gray level transformations [7]:   

It is the process of transforming an input image of some 
format to an output image comprised of gray scale data. 
Input sources range from images taken in the visual 
spectrum (e.g. photographs) to invisible spectrum (e.g. x-
rays, infrared). Gray-scale images represent data per 
element in a shade of gray that ranges in intensity from 
zero (being black) to a maximum (being white) with 
various shades in between. For example, an 8-bit gray 
scale will range from 0 to 255, providing 256 different 
possible levels of brightness.  An image processing 
system that looks at every input pixels gray level and 
generates a corresponding output gray level according to a 
fixed gray level map is referred to as a basic gray level 
transformation. 

B. Histogram Modification [8]:  

A histogram is a statistical graph that allows the intensity 
distribution of the pixels of an image, i.e. the number of 
pixels for each luminous intensity, to be represented. By 
convention, a histogram represents the intensity level 
using X-coordinates going from the darkest (on the left) to 
lightest (on the right).  The modification of a histogram is 
usually represented on a curve (called a tonal curve) 
indicating the total modification of the image components 
with the initial values on the X-axis and the values after 
the modification on the Y-axis. The tonal curve 
corresponds to a transfer function defined by a translation 
table called a look up table, which is written LUT.  

IV. NEURAL IMAGE ENHANCEMENT 

Neural network is a powerful data-modeling tool that is 
able to capture and represent complex input/output 
relationships. The motivation for the development of 
neural network technology stemmed from the desire to 
develop an artificial system that could perform 
"intelligent" tasks similar to those performed by the 
human brain. [9]  
Neural networks resemble the human brain in the 
following two ways: 
a. A neural network acquires knowledge through 

learning. 
b. A neural network's knowledge is stored within inter-

neuron connection strengths known as synaptic 
weights 

V. EDGE DETECTION IN CONVENTIONAL 
NETWORK 

The purpose of detecting sharp changes in image 
brightness is to capture important events and changes in 
properties of the image. It can be shown that under rather 
general assumptions for an image formation model, 
discontinuities in image brightness. The canny edge 
detector (including its variations) is still a state-of-the-art 
edge detector. Unless the preconditions are particularly 
suitable, it is hard to find an edge detector that performs 
significantly better than the Canny edge detector [10]. 

Canny's aim was to discover the optimal edge detection 
algorithm. In this situation, an "optimal" edge detector 
means: 
a. Good detection – the algorithm should mark as many 

real edges in the image as possible. 
b. Good localization – edges marked should be as close as 

possible to the edge in the real image. 
c. Minimal response – a given edge in the image should 

only be marked once, and where possible, image noise 
should not create false edges. 

A. Edge Detection In Neural Network [11]:  

Edges are characterized by sharp transition in grey levels 
generally. They are important in computer image 
processing. Many edge detection methods are based on 
the idea to find the large difference area of grey level. 
Edge detection is to locate the positions where changes of 
image grey values are large. Back propagation method 
was used on update process of parameters. 
a. Back propagation (BP) is the most used method in 

literature.  
b. BP’s method is based on reducing parameters with a 

cost function on time.  
The back-propagation algorithm uses the gradient of the 
performance function to determine how to adjust the 
weights to minimize errors that affect performance. The 
activation function of each node uses a sigmoid function, 

f (x) = 1/ (1+ e−x)                  (1)    
   

Sigmoid function generates values between (0, 1), so 
values are round off normalized before input the network 
and reduced between (0, 1). 

VI. FACE DETECTION IN CONVENTIONAL 
NETWORKS: 

Face detection is used in biometrics, often as a part of (or 
together with) a facial recognition system. It is also used 
in video surveillance, human computer interface and 
image database management. Some recent digital cameras 
use face detection for auto focus. Also, face detection is 
useful for selecting regions of interest in photo slide 
shows. 
The input image is passed to the system. The input image 
consists of a full image and other properties of image, the 
desired output of this image shows that whether the image 
contains the faces or not. To get this desired output input 
image is passed to the system for preprocessing of the 
image in which the unwanted noise, blurring, lighting of 
image is removed. After this preprocessing the image is 
passed to the classifier which decides whether the image 
belongs to the face or non-face category and this 
procedure is done during the training period and produces 
the output. 

A. Face Detection In Neural Networks:  

In neural network based face detection approach, the 
neural network examines an incremental small window of 
an image to decide if there is a face contained in each 
window. To decrease the amount of time needed for 
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networks whose neurons may have discontinuous or non-
differentiable activation functions. These new algorithms 
should also have the capability to speed up the 
convergence of Back-propagation algorithm. Modified 
forms of back propagation algorithm such as Quick BP, 
RPROP, SAR-PROP, and MGF-PROP can provide a 
great help. 
a. Taking into consideration massively expensive 

parallel architecture required for hardware 
implementation of the algorithm, this problem can 
be overcome by using analog computation elements 
such as multipliers and adders. 

b. Second solution to this problem is the use of fixed-
point computation for limited precision 
architectures, where a look up table can be used.  
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