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Abstract: Modern Computer Technology, together with the proliferation broadcast channels and of video-based survelliance systems, has en-
abled us to produce vast amounts of both raw and processed video data.  The potential uses of this data are many and varied.  Monitoring and 
mining of the contents of this is already huge, rapidly growing mass of data calls for the development of major computational resources and the 
development of sophisticated video understanding techniques.  Video extraction / video mining is a highly challenging tasks.  It deals with the 
identifying / capturing of object of interest from the video.  Some common area where this video mining is useful are: identifying the pitch of 
ball inside / outside the boundary, captures sachin’s role in the entire match, analyses the winner in the running race, etc.  In this article, we pro-
pose a suitable technique for capturing the moving object in video using frames.  We capture the object and place it in frame in a sequence man-
ner.  The background in the object is eliminated by some technique.  Thus the foreground image is well displayed.  After elimination of the 
background, the objects are compared with each other.  Finally, the difference in the frames is captured.  Thus the particular object is captured 
from the video.   The objective is to monitor and capture the object in a random manner.  The framework for identifying the object is by re-
cording through a stationary camera, and captures the sequences of objects.  Dynamic objects can be captured by both background elimination 
and background registration techniques.   Thus we propose the suitable methods   to mine the object from the video in a more easy way. The 
background registration method uses background subtraction which improves the adaptive background mixture model and makes the system 
learn faster and more accurately, as well as adapt effectively to  changing environments. 
 
Keywords: Background elimination, background registration techniques, modern computer techniques, monitoring and mining of the content, 
Object identification, stationary background, stationary camera. 
 

I. INTRODUCTION 

Now a day, the object-based MPEG4 standard is be-
coming growingly attractive to various applications in area 
such as the Internet, video editing, and wireless communica-
tion because of its object-based nature.  For instance, in vid-
eo editing, it is the object of interest, not the whole video, 
which needs to be processed; in video transmission, if the 
bandwidth of the channel is limited, only the objects not the 
background are transmitted in real time.  Generally speaking 
object-based video processing can simplify video editing, 
reduce bit rate in transmission, and make video search effi-
cient.   

The purpose of this workshop will be to survey avail-
able and potential technologies for video monitoring and 
mining (and in general methods of fast and efficient content-
based analysis of video streams) and to identify promising 
directions for research in this challenging area. Specific top-
ics to be covered will be analysis of camera motion and 
scene activity; temporal segmentation; content-based classi-
fication, indexing, and retrieval; representation, browsing, 
and visualization.  

We will also investigate related mining problems hav-
ing to do with audio mining, seismic data mining, and cross-
modality mining. Audio mining applications of interest in-
clude speech recognition; seismic data mining applications 

include identification of potential new sources of oil and gas 
and detection of earthquakes and/or nuclear tests. Cross-
modality issues arise for example in problems involving 
identification from both video and speech.  

Particle filter is an important technique in the video 
mining concept.  This type of filtering is called OBJECT 
EXTRACTION or OBJECT MINING.  The object may be 
any person or thing.  The objective of this article is to play 
the video and then extract the particular object and capture it 
by selecting the object.  This extraction may be done for 
single object or for multiple objects.  The main scope of this 
article is to propose a secure, robust and object-based video 
authentication solution. 

In previous days, the object can be viewed through the 
camera.  When the number of camera increases, it requires 
more operators to trap the object.  So it is a tedious process 
to do this job with the camera.  It is possible to analyze and 
propose a suitable method to extract a lot of information in 
an easy way.  One such technique is called VIDEO MIN-
ING. 

Video mining can be defined as the unsupervised dis-
covery of patterns in audio visual content.  Due to the suc-
cess of data mining techniques, video mining techniques 
will be emerged.  Automated surveillance systems typically 
use stationary sensors to monitor an environment of interest.  
This detects the object in the video frame.  The objective of 
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the video mining is to extract the interesting objects from 
the video based on its re-occurrence. 
Video mining is done by using stationary camera to view the 
object.  But it is a difficult process to capture the object and 
it is inexpensive too.  Manually, reviewing the large amount 
of data they generate is often impractical.  

There are some pervasive challenges here. A huge 
amount of data must be efficiently stored. Once stored, there 
must be searched for the efficient retrieval algorithms. It 
must also be possible to retrieve different kinds of data 
stored in possibly different formats. Some of the applica-
tions will require real-time response and action based on an 
incoming data stream.  Some of the applications The appli-
cations and potential applications of video mining include: 

1. Monitoring of (possibly remote) surveillance cameras in 
theft protection, fire protection, care of bedridden pa-
tients and young children 

2. Automatic recognition of suspicious people in large 
crowds 

3. Automatic checking to identify passengers entering an 
airplane, bus, or public building (to verify entry au-
thorization) 

4. Automatic quality control in manufacturing processes 
5. Robotic vision 
6. Retrieval of archived video clips to illustrate a news 

breaking story 
7. Retrieval of suspicious activities in prerecorded video 

surveillance sequences 
8. Browsing of DVD and set-top box recordings intelli-

gent fast-forward techniques 
9. Detection of multi-lingual scene text to determine ori-

gin of broadcast 
10. Video search engines for web browsers 
11. Ranking of video clips by relevance in web query re-

sults classification of videos into genres for search 
pruning 

12. Detection of crowd patterns for mob control 
13. Detection of traffic patterns for traffic understanding 

management 
We also propose a method to mine the video in a better 

way and to extract more useful information from the video.    
The remainder of this workshop is organized as follows: 

Section-II states about the related work regarding the topic.  
Section-III describes about the methodology with the algo-
rithm and the section-IV describes the experimental results 
of our work.  Finally, in Section-V we conclude this article 

II. RELATED WORK 

A brief survey of the related work in the area of the vid-
eo mining is presented in this section.   

The adaptive observation model arises from the adap-
tive appearance model as inspired by [3] and also the ap-
pearance model is based on phase information derived from 
the image intensity whose computation is quite time-
consuming.  The direct embedding of such model in a parti-
cle filters further increase the computational burden.  Thus, 
they use the intensity based appearance model. 

The occlusion is usually handled in 2 manners.  
1. One way is to use joint probabilistic data associative 
filter (JPDAF) as in [4];and 
2.  The other is to use robust statistics as in [5].  The face 
detector is used for the face sequence in [6]. 

The content-based learning content management system 
(CBLCMS) is carried out in [7].  Through this system, video 
content can be segmented by an automatic shot and scene 
retrieved technology and stored in the Learning Asset Data-
base (LADB).  The concept of metadata information re-
trieved from multimedia retrieval system embedded in the 
framework model of the E-Learning content object, and 
expect that these data-oriented metadata can be used and 
read in SCORM standard learning management system is 
proposed.  In this research, related scene cutting as well as 
regarding the news abstract in the television news retrieval 
system the part.   

In the article [8], it addresses the problem of extracting 
video objects from MPEG compressed video, using motion 
vectors.  Also the method for automatically estimating the 
number of objects and extracting independently moving 
video objects using motion vectors.  Though much work is 
being done in the area of motion based video object segmen-
tation in pixel domain [15], [16], [17], [18] very little work 
has been carried out in the area of compressed domain VOP 
extraction. 
         The work for automatic generation of textual metadata 
based on visual content analysis of video news using the 
methods for semantic object detection and recognition, con-
cerned with two semantic objects: faces and TV logos as  
in[9]. 

Sikora T, in [25], used the concept for intelligent signal 
process and content-based video coding.  Here an image 
scene consists of video objects and the attempt is to encode 
the sequence that allows separate decoding and construction 
of objects.   

Nack et al [26] and Salembier et al [27] have discussed 
Multimedia content description related to the generation of 
region based representation with respect to MPEG-4 and 
MPEG-7. 

Now, we consolidated all the above papers and create it 
with more qualitative and in technical wise using more fea-
tures. 

III. METHODOLOGY 

A. Proposed Method 
The aim of the proposed method is to develop an appli-

cation to extract the object from the video.  In this case it is 
possible to use the method to extract the object in a suitable 
manner. 

The summary of this method is as follows:  The video 
content is observed and then it is transformed into the 
frames such that one object is captured per frame.  The ob-
ject can be inserted into the frames only after by segmenting 
the frame into many sections and then arrange it in se-
quences.  So that, when the video file is transformed into the 
frames, the object situated in a sequence manner.  This 
process is very useful for us to compare the frame and the 
object.  The video mining is done by taking the following 
cases into observation: 
1. Transformation into Frames 
2. Frame Difference 
3. Eliminating the stationary background 
4. Comparing the frame object 
5. Object Detection 
6. Noise Reduction 
7. Object Identification 
8. Resultant video mining 
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B. Description 

(i) Transformation into Frames 
The frame is splited into several segments and then 

transforms the video into the frame such that, each frame 
contains an object. Consider the input video clip as N and 
each of the frame objects as F1, F2,………Fn, such 
that
N = ∑n

i=1(Fi) 
 

(ii) Frame Difference 
The frame difference is observed.  This can be done 

by comparing the consecutive frames and analyze the differ-
ence between them.   

(iii) Eliminating the stationary background 
After finding the frame differences, the next step is to 

removal of background from the object in each frame.  Since 
each background in the object will make the object looks 
differently, it may lead to a wrong evaluation.  So it is nec-
essary to eliminate the background of the object.  Thus the 
frame contains only the object.   

(iv) Comparing the Frame Object 
The next step is to compare each frame and extract the 

object.  This can be done by considering some techniques 
such as pixel comparison / image comparison. 

(v) Object Detection 
After eliminating the background from the object, the 

next step is to detect and trap the object.  The elimination of 
background from the object helps to retrieve the dynamic 
foreground object.  Tracking the object through the video 
sequence is by comparing each frame with one another. 

(vi) Noise Reduction 
The processing technique is applied in the video mining 

to reduce and eliminate the unwanted noise in the back-
ground and to trap clear results.   

(vii) Object Identification 
After reduce the noise levels and eliminating the back-

ground, now the object is identified easily by comparing the 
pixel position of the object in the frame.  If the pixel posi-
tion of the object is greater than a certain threshold, then 
those pixels are replaced by the pixels of the original frame.   

(viii)Resultant Video Mining 
After comparing the pixel position of the image, the ob-

ject is identified in the frame.  Now each frame contains 
single object within it.  The user selects a particular object 
from the video to analyze the role of that object in the entire 
video.  This comparison is made by selecting the frame in a 
random manner either by selecting all the even frames or by 
selecting only the odd frames. 

After selecting the sequence of frames, the object is 
compared and extracted.  Due to this action, the object is 
captured successfully in less time.  The rest of the object is 
stored separately.  The resultant object is then converted into 
Gray Scale object.  But this process does not produce actual 
objects.  The reverse process of converting the Gray Scale 
object into black and white indirectly identifies the object 
and thus the object is extracted from the video.   
 

                          
 
(a) Original Image       (b) Background Registration 
 

                                              
 
(c) Background Removal        (d) Object Tracking 
 
 

Figure 1: Video Mining 

The proposed method consists of an algorithm.  All the 
required validation processes will be taken in consideration 
by the proposed method.  The algorithm is as follows: 

C. Algorithm 

Read the video 
Split N frames with regular intervals 
Convert the video file and place it in N frames with one ob-
ject per frame 
Analyze the consecutive frames to identify the frame differ-
ences 
Eliminate the background from the frame 
Extract the object from the frame 
Comparing extracted object and detect the object 
Reduce the noise level in all N frames 
Identifies the object by comparing the pixel position of the 
object 
Get the user input for mining the particular object from the 
video 
Convert the RGB image into Gray Scale object 
Convert the Gray Scale image into Black and White object 
Compare each object with the user input 
If both objects coincides then 
 Extract the object from the video 
End if 
Video mining is done successfully. 

D. Algorithm Explanation 
 

Video mining is the process of extracting the object 
from the video.  First of all, the video is transformed into the 
frames.  Then find the differences in the frames by analyz-
ing consecutive frames.  Then eliminate the background of 
the frame and view the dynamic object in a clear way.  And 
then, reduce the noise level in the object. 

The object is compared with each other by matching the 
pixel position of the object.  Then convert the RGB image 
into Gray Scale image and then convert into Black and 
White image.   

Then compare the object with the user input and extract 
that object from the whole video.  Thus the object is ex-
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tracted from the video. Thus video mining is done success-
fully. 

 
E. Comparison Chart 
 

 
 

 
 Figure 2: Comparison Chart between Existing algorithm and the Proposed 

Algorithm 
 

IV. EXPERIMENTAL RESULTS 
 

The implementation of the Video mining technology is 
an interesting one.  This is very useful in many real-time 
environments.  When the video plays, we can trap the par-
ticular object and made several differentiation among those 
objects.  Some of the examples where this video mining is 
implemented are as follows: 
1. In the field of cricket, it is easy to trap the role of Sachin 
Tendulkar in the whole match.  This is possible, by selecting 
the Tendulkar image in the video.  This will identify all the 
locations where Tendulkar been placed.                                             
2. In running race, car race or any other races, it is 
easy to detect the first position when using video mining 
technique.  By using this technique, one can capture the 
winner accurately by viewing the first one who crosses the 
final point. 
3. This technique is also useful to control traffic, by tracing 
the person or vehicle those/which will cross the white line 
when the signal is red.   
4. Through this Object Tracking or Object Mining, it is the 
easy way to deduce whether the batsman got six or four by 
tracing the ball crossing the boundary.   
5. It is also possible to detect whether the ball goes for catch 
after pitching. 

We implement the video mining technique only for the 
single object.  By tracing the single object, the video mining 
extracts all the areas in which the selected object is identi-
fied.  It is more useful in gaining information about the par-
ticular object in the entire video.  One of the examples is to 
trace the Sachin’s role in the Indo-Pakistan Match.  

We also present a method for simultaneous tracking and 
recognition of visual objects from video using a time series 
model with stochastic diffusion. Specifically, by modeling 
the dynamics with a particle filter we are able to achieve a 
much stabilized tracker and an accurate recognizer when 
confronted by pose, scale and illumination variations. We 
have tested our tracker on real-time face detection (invariant 
to scale/rotation) as well as tracking vehicles from ground-
level views as well as aerial surveillance video of tanks seen 
from oblique (affine) views.  This is by using multiple ob-

jects.  In the following video mining, at a time, the user can 
gain information on various objects. 

 

Figure 3: Single Object Tracking 

   

  

Figure. 4: Multiple Object Tracking 

V. CONCLUSION 

 
Video mining techniques is successfully implemented 

both for single object and for multiple objects.  Using the 
video mining technique, the area of research is interesting 
and user-friendly. 

In image retrieval systems for specialized domains, im-
age segmentation can focus the search very precisely. Re-
trieval in broad, PACS like databases needs divergent algo-
rithms to extract the most important parts of the image for 
indexing and retrieval. We present such an algorithm that 
works completely automatic and quickly and as a conse-
quence can be applied to very large databases. Some of the 
recognized problems might be particular for our setting but 
they will appear in a similar fashion in other teaching _les. 
The particular problems will need to be detected for any 
other collection. 

Our solution is optimized to have very few images 
where too much is cut as this could prevent images from 
being retrieved.  This algorithm can be implemented in a 
massively parallel environment, which gives the hope for 
online object segmentation. The above segmentation is per-
formed only by taking the sparse motion vectors as input. 
The segmentation can be further improved by considering 
the spatial intensity values of the image frame, which can be 
obtained by partially decoding the MPEG stream. 
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We have improved our simultaneous tracking and rec-

ognition approach proposed. More complex models, namely 
adaptive appearance model, adaptive-velocity transition 
model, and intra and extra-personal spaces model, are intro-
duced to handle appearance changes between frames and 
between frames and gallery images. The fact that gallery 
images are in frontal view is enforced too. Experimental 
results demonstrate that tracking is stable and the recogni-
tion performance has improved. 
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