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Abstract: Data mining algorithms and knowledge discovery processes are both compute and data intensive, therefore the Grid can offer a 

computing and data management infrastructure for supporting decentralized and parallel data analysis. Distribution of data and computation 

allows for solving larger problems and execute applications that are distributed in nature. The Grid is a distributed computing infrastructure that 

enables coordinated resource sharing within dynamic organizations consisting of individuals, institutions, and resources. The Grid extends the 

distributed and parallel computing paradigms allowing resource negotiation and dynamical allocation, heterogeneity, open protocols and 

services. Grid environments can be used both for compute intensive tasks and data intensive applications as they offer resources, services, and 

data access mechanisms. Grid-based data mining uses Grids as decentralized high-performance platforms where to execute data mining tasks 

and knowledge discovery algorithms and applications. Here we outline the research activities, challenges in the Grid based mining and sketch 

the promising future directions for developing Grid based distributed data mining. This paper discusses how Grid computing can be used to 

support distributed data mining. 
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I. INTRODUCTION  

Grid computing represents the natural evolution of 
distributed computing and parallel processing technologies. 
The Grid is a distributed computing infrastructure that     
enables coordinated resource sharing within dynamic 
organizations consisting of individuals, institutions, and 
resources [1]. The main aim of grid computing is to give 
organizations and application developers the ability to create 
distributed computing environments that can utilize 
computing resources on demand. Grid computing can 
leverage the computing power of a large numbers of server 
computers, desktop PCs, clusters and other kind of hardware. 
Therefore, it can help increase efficiencies and reduce the 
cost of computing networks by decreasing data processing 
time and optimizing resources and distributing workloads, 
thereby allowing users to achieve much faster results on 
large operations and at lower costs. 

Data mining algorithms and knowledge discovery 
processes are both compute and data intensive [3]; therefore 
the Grid offers a computing and data management 
infrastructure for supporting decentralized and parallel data 
analysis. The opportunity of utilizing grid based data mining 
systems, algorithms and applications is interesting to users 
wanting to analyze data distributed across geographically 
dispersed heterogeneous hosts. Grid-based data mining 
would allow corporate companies to distribute compute-
intensive data analysis among a large number of remote 
resources. 

A few research framework currently exists for deploying 
[2] distributed data mining applications in grids. Some of 
them are general environments supporting execution of data 
mining tasks on machines that belong to a Grid, others are 
single mining tasks for specific applications that have been 

“gratified”, and some others are implementations of single 
data mining algorithms. This paper discusses some 
approaches for exploiting Grid computing to support  

 
Distributed data mining for water board data by using 

Grids as decentralized high-performance platforms where to 
execute data mining tasks and knowledge discovery algori 
thms and applications.[18]. 
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Figure 1: Knowledge grid Framework. 

II. DISTRIBUTED  DATA MINING AND GRIDS 

Today many organizations, companies, and scientific 
centers produce and manage large amounts of complex data 
and information [8]. Climate data, astronomic data, water 
data and company transaction data are just some examples of 
massive amounts of digital data repositories that today must 
be stored and analyzed to find useful knowledge in them. 
This data and information patrimony can be effectively 
exploited if it is used as a source to produce knowledge 
necessary to support decision making [5][13]. This process is 
both computationally intensive and collaborative and 
distributed in nature. Unfortunately, high-level products to 
support the knowledge discovery and management in 
distributed environments are lacking [14]. 
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This is particularly true in Grid-based knowledge 
discovery [4], although some research and development 
projects and activities in this area are going to be activated 
mainly in Europe and USA, such as the Knowledge Grid, the 
Discovery Net, and the ADAM project. In particular, the 
Knowledge Grid that provides a middleware for knowledge 
discovery services for a wide range of high performance 
distributed applications [6]. Examples of large and 
distributed data sets available today include gene and protein 
databases, network access and intrusion data, drug features 
and effects data repositories, astronomy data files, and data 
about web usage, content, and structure. Knowledge 
discovery procedures in all these application areas typically 
require the creation and management of complex, dynamic, 
multi-step workflows [7][17]. At each step, data from various 
sources can be moved, filtered, and integrated and fed into a 
data mining tool. Based on the output results, the analyst 
chooses which other data sets and mining components can be 
integrated in the workflow or how to iterate the process to 
get a knowledge model. Workflows are mapped on a Grid 
assigning its nodes to the Grid hosts and using interconnects 
ions for communication among the workflow components 
(nodes). 

III. OUR APPROACH FOR WATER BOARD 

This paper will combine the data mining and grid 
computing that provides services to the users. Database of 
water  information which is collected from water board of 
tamilnadu government  is used for our implementation .This 
system is by developing a service oriented grid based frame 
work that will define, coordinate and manage access to 
distributed unstructured data[9]. This grid based framework 
will aid the integrate with core backend data mining services, 
manage relevant security issues in a distributed environment 
and allow the integration of distributed resources at 
application side[15]. This paper is to design and implement 
data mining applications by using the knowledge grid tools 
star ting from selecting water types from various locations to 
final decision making suggestions about water types by using 
a new decision-tree-based classification algorithm, called 
SPRINT (Scalable Parallel Classifier for Data Mining)[12]  
that removes all of the memory restrictions, and is fast and 
scalable. Here implementing grid computing for this data 
mining will reduce time of process and successfully complete 
the processes from distributed databases [16]. 

IV. SPRINT  SPECIFICATION 

Classification is an important data mining problem. 
Although classification is a well-studied problem, most of 
the current classification algorithms require that all or a 
portion of the entire dataset remain permanently in memory 
[8]. This limits their suitability for mining over large data 
bases. We present a new decision-tree-based classification 
algorithm, called SPRINT that removes all of the memory 
restrictions, and is fast and scalable. The algorithm has also 
been designed to be easily parallelized, allowing many 
processors to works together to build a single consistent 
model. This parallelization, also presented here, exhibits 
excellent scalability as well. The combination of these 
characteristics makes the proposed algorithm an ideal tool for 
data Mining [10]. 

 

Figure 2: 500 circular and 500 triangular data points for fitting 

EvaluateSplits () 

 
Step 1: for each attribute A do traverse attribute list of A; 
Step 2: for each value v in the attribute list do find the 
corresponding entry in the class list, and hence the 
corresponding entry class and the leaf node (say l) updates 
the class histogram in the leaf l; 
Step 3: if A is numeric attribute then compute splitting index 
for test (A ¡= v); 
Step 4: if A is a categorical attribute then for each leaf of the 
tree do find subset of A with best split. 

Finally, complete content and organizational editing 
before formatting. Please take note of the following items 
when proofreading spelling and grammar: 

V. SLIQ ALGORITHM 

As many other classic classification algorithms, the 
SLIQ [11] also can be implemented in two phases: tree 
building phase and tree pruning phase. Because it is .t for 
both numerical and categorical attributes, there are a few 
differences in handling the two kinds of attributes. In the tree 
building phase, it uses a pre-sorting technique in the tree-
growth phase for numerical attributes for evaluating splits 
while it uses a fast sub setting algorithm for categorical 
attributes for determining splits. This sorting procedure is 
integrated with a breadth-first tree growing strategy to enable 
classification of disk-resident datasets. In the pruning phase, 
it uses a new algorithm that based on the MDL (Minimum 
Description Length) principle and gets the results in compact 
and accurate trees. 

A. Details of the algorithm 

SLIQ algorithm is .t for both numerical and categorical 
attributes. In this system, the attribute history we will 
consider are numerical and the others are categorical. 

Phase of building tree: In this phase, there are two 
operations happen. First operation is to evaluate of splits for 
each attribute and to select the best split; Second operation is 
partition the training dataset using the best split.  

 

Figure:3 Comparison among Grid Splitting Criteria in Class problem. 
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Figure 4:Sample Grid Framework Ouput Model. 

Figure 5: The changing accuracies for the (Decision Tree) DT 

learning process and knowledge classification using different data 

sets. 

 
The algorithm is described as following: 

 
MakeTree(Training Data T) 

Partition (T); 
Partition (Data S) 

If (all records S are in the same class) then return; 
Evaluate splits for each attribute A 

Use the best split to partition S into S1 and S2; 
Partition (S1); 
Partition (S2); 

Before we analysis the numerical attributes, we partition 
the dataset by attributes -favor and job. Both of them are 
categorical. Let S (A) is the set of possible values of the 
attribute A, the split for A is of the form A S’, where S’ is 
subset of S. The number of possible subset for an attribute 
with n possible value is 2 ** n. If the cardinality of S is large, 
the evaluation will be expensive. Usually, if the cardinality of 
the S is less than a threshold, MAXSETSIZE (the default 
value is 10), all of the subsets of S are evaluated. Otherwise, 
we use the greedy algorithm to get the subset. The algorithm 
starts with an empty S’ and adds one element of S to S’ that 
be the best split, these process will be repeated until there is 
no improvement in the splits. 

B. Design of SPRINT Algorithm 

The technique of creating separate attribute lists from 
the original data was first proposed by the SLIQ algorithm. 
In SLIQ, an entry in an attribute list consists only of an 
attribute value and a rid, the class labels are kept in a separate 
data-structure called a class list which is indexed by rid. In 
addition to the class label, an entry in the class list also 
contains a pointer to a node of the classification tree which 
indicates to which node the corresponding data record 
currently belongs. Finally, there is only one list for each 
attribute.  The advantage of not having separate sets of 
attribute lists for each node is that SLIQ does not have to 
rewrite these lists during a split. Reassignment of records to 
new nodes is done. simply by changing the tree-pointer field 
of the corresponding class-list entry. Since the class list is 
randomly accessed and frequently updated, it must stay in 
memory all the time or suffer severe performance 
degradations. The size of this list also grows in direct 
proportion to the training-set size. This ultimately limits the 
size.Our goal in designing SPRINT was not to outer form  

 
SLIQ on datasets where a class list can fit in memory. 

Rather, the purpose of our algorithm is to develop an 
accurate classifier for datasets that are simply too large for 
any other algorithm, and to be able to develop such a 
classifier efficiently. Also, SPRINT is designed to be easily 
parallelizable.  

C. Parallelizing Classification 

We now turn to the problem of building classification 
trees in parallel. We again focus only on the growth phase 
due to its data intensive nature. The pruning phase can easily 
be done off-line on a serial processor as it is computationally 
inexpensive, and requires access to only the decision-tree 
grown in the training phase In parallel tree-growth, the 
primary problems remain finding good split-points and 
partitioning the data using the discovered split points. As in 
any parallel algorithm, there are also issues of data placement 
and workload balancing that must be considered. 
Fortunately, these issues are easily resolved in the SPRINT 
algorithm. ‘SPRINT was specifically designed to remove any 
dependence on data structures that are either centralized or 
memory-resident; because of these design goals, SPRINT 
parallelizes quite naturally and efficiently. 

D. The Knowledge Grid framework 

Knowledge Grid framework is a system implemented to 
support the development of distributed KDD processes in a 
Grid. Figure 4. Shows the knowledge grid model. It uses 
basic Grid mechanisms to build specific knowledge disco 
very services. These services can be developed in different 
ways using the available Grid environments. This approach 
benefits from “standard” Grid services that are more and 
more utilized and offers an open distributed knowledge 
discovery architecture that can be configured on top of Grid 
middleware in a simple way. 

According to the data sets, 5 levels of scale (10, 20, 30, 
40 and 50) were chosen during each DT and knowledge 
classification. Results (Figure6) showed that the accuracy got 

the highest value of 80.1% when the data scale is 20m. While 
the scale increased or decreased, both of the classification 
accuracy decreased and it would decrease faster as the scale 
became smaller. However, the number of rules taken by the 
DT learning kept decreasing as the scale became smaller. To 
complete the process, a subset of simplified rules is selected 
for each class in turn. The framework supports distributed 
data mining on the Grid by providing mechanisms and higher 
level services for searching resources, representing, creating, 
and managing knowledge discovery processes, and for 
composing existing data services and data mining services as 
structured, compound services, so as to allow users to plan, 
store, document, verify, share and (re-)execute their 
applications, as well as manage their output results. Complex 
decision tree scan be difficult to understand, for instance 
because information about one class is usually distributed 
through out the tree. 
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VI. CONCLUSION 

Grid can offer an effective infrastructure for deploying 
data mining and knowledge discovery applications. In the 
next years the Grid will be used as a platform for 
implementing and deploying geographically distributed 
knowledge discovery and knowledge management services 
and applications. The future use of the Grid is mainly related 
to its ability embody many of those properties and to manage 
world-wide complex distributed applications. Among those, 
knowledge-based applications are a major goal. To reach this 
goal, the Grid needs to evolve towards an open decentralized 
infrastructure based on interoperable high-level services that 
make use of knowledge both in providing resources and in 
giving results to end users. 
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