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Abstract:In text classification, Feature clustering is a powerful method to reduce the dimensionality of feature vectors. In existing method a 
fuzzy similarity-based self-constructing feature clustering algorithm used for text classification. By this algorithm the derived membership 
functions match closely and describe properly the real distribution of the training data. The proposed method is to present a fuzzy statistical 
similarity measure instead of using the fuzzy set. The proposed method used fuzzy mean deviation and develops a fuzzy statistical similarity 
measure (FSS) in evaluating the similarity between the feature vectors. It can merge cluster centers to extract land-cover information by FSS. 
Fuzzy statistics is a subject based on the combination of fuzzy set theory and statistical methods. Fuzzy set theory is the basis in studying 
membership relationships from the fuzziness of the phenomena. The similarity is a negative value therefore a small value is equivalent to a large 
similarity. By introducing fuzzy mean deviation into similarity measure, it can exploit fuzzy sets in decision making. The FSS can take into 
account the difference of the same band between texts. The proposed method used the geodesic distance to measure distance between clusters. 
Geodesic distance is used to calculate a shortest path between the distance points for clustering methods. It reflects true embedded manifold, 
various cluster prototypes also can be used the distance measure. The proposed approaches are able to handle the data on a low dimensional 
manifold of the feature space. It does the clustering in the original feature space. The Proposed method shows the method can run better 
accuracy compared with the existing method. 
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I. INTRODUCTION 

Feature clustering is a powerful method to reduce the 
dimensionality of the feature vectors for text classification. 
In text classification, the dimensionality of the feature vector 
is very high. For example, 20 Newsgroups have 20,000 
more than documents and 20,000 more than features. In high 
dimensionality the classification algorithms can be difficult. 
So to avoid the difficulty, feature reduction approaches are 
applied before classification [6]. Feature reduction method 
has been proposed two types of the major approaches (i) 
Feature Selection and (ii) Feature Extraction. Feature 
selection is particularly important for data sets with large 
numbers of features. Feature selection has been widely 
studied in the context of supervised learning where the 
ultimate goal is to select features that can achieve the 
highest accuracy on unseen data.  

Feature selection has received comparatively very little 
attention in unsupervised learning or clustering. Feature 
selection for classification is a well-researched problem, 
aimed at reducing the dimensionality and noise in data sets. 
In General,feature extraction approaches are more effective 
than the feature selection techniques but it is more 
computationally expensive. Many scalable and efficient 
extraction methods was developed for high-dimensional 
documents data sets. Classical feature extraction methods 
aim to convert the representation of the original high-
dimensional data set into a lower-dimensional data set by a 
projecting process through algebraic transformations. For 
example, Principal Component Analysis [11], Linear 
Discriminant Analysis [12], and Orthogonal Centroid 
algorithm [13] perform the projection by linear 
transformations, while Locally Linear Embedding [14], 
ISOMAP [15], and LaplacianEigenmaps [16] do feature 

extraction by nonlinear transformations. In practice, linear 
algorithms are in wider use due to their efficiency. Several 
scalable online linear feature extraction algorithms [7], [17], 
[18], [19] have been proposed to improve the computational 
complexity. However, the complexity of these approaches is 
still high. Feature clustering [8], [10], [3], [9], [20] is one of 
effective techniques for feature reduction in text 
classification.In existing method has been proposed the 
fuzzy self-constructing algorithm based feature clustering 
for text classification. The idea of feature clustering is to 
group the original features into clusters with a high degree 
of pair wise semantic relatedness. Each cluster is treated as a 
single new feature, and, thus, feature dimensionality can be 
drastically reduced. A fuzzy self-constructing feature 
clustering algorithm is an incremental clustering approach to 
reduce the dimensionality of the features in text 
classification. Features that are similar to each other are 
grouped into the same cluster. Each cluster is characterized 
by a membership function with statistical mean and 
deviation.In the proposed method have been proposed a 
novel clustering method called fuzzy statistics- based 
affinity propagation which is based on a fuzzy statistical 
similarity measure (FSS) to extract the feature reduction.  

FSS allows the algorithm to assign proper memberships 
to uncertain data. It can avoid poor solutions caused by 
unlucky initializations and hard decisions and can save a 
significant amount of execution time for getting optimal 
results. The obtained classification accuracy, and general 
accuracy indices related to the proposed FSS clustering 
method are always higher than yielded by the other 
considered algorithms. The proposed method has been 
proposed the Geodesic distancesto measure the distance 
between clusters. Geodesic distance is to find the shortest 
path and to calculate the distance. In the Geodesic distance 
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used for the location based information. So the proposed 
method can run faster and obtain better extracted features 
than other methods.The remainder of this paper is organized 
as follows: Section 2 gives a related works about feature 
reduction. Section 3 presents self constructing feature 
clustering algorithm. Section 4 presents the proposed work 
fuzzy statistics and geodesic distance. Experimental results 
are presented in Section 5. Finally, we conclude this work in 
Section 6. 

II. RELATED WORKS 

In machine learning, dimension reduction is the process 
of reducing the number of random variables under 
consideration, and can be divided into feature selection and 
feature extraction.Feature selection approaches try to find a 
subset of the original variables (also called features or 
attributes). Feature clustering is an efficient approach for 
feature reduction [10], [9], which groups all features into 
some clusters, where features in a cluster are similar to each 
other. The feature clustering methods proposed in [8], [3], 
are “hard” clustering methods, where each word of the 
original features belongs to exactly one word cluster. 
Feature extraction transforms the data in the high-
dimensional space to a space of fewer dimensions. The data 
transformation may be linear, as principal component 
analysis (PCA), but many nonlinear dimensionality 
reduction techniques also exist [7]. 

E.F. Combarro says Linear Measures for Feature 
Selection in Text Categorization to select relevant features 
by means of a family of linear filtering measures which are 
simpler than the usual measures applied for the purpose. 
Text Categorization [4] which consists of automatically 
assigning documents to a set of categories, usually involves 
the management of a huge number of features. Most of them 
are irrelevant and others introduce noise which could 
mislead the classifiers. Thus, feature reduction is often 
performed in order to increase the efficiency and 
effectiveness of the classification. In the proposed work, to 
select relevant features by means of a family of linear 
filtering measures which are simpler than the usual 
measures applied for the purpose. It carries out experiments 
over two different corpora and finds that the proposed 
measures perform better than the existing ones. 

Jung-Yi Jiang proposedSelf Constructing Feature 
clustering algorithm is an incremental, self-constructing 
learning approach [1]. Word patterns are considered one by 
one. The user does not need to have any idea about the 
number of clusters in advance. No clusters exist at the 
beginning, and clusters can be created if necessary. For each 
word pattern, the similarity of this word pattern to each 
existing cluster is calculated to decide whether it is 
combined into an existing cluster or a new cluster is created. 
Once a new cluster is created, the corresponding 
membership function should be initialized. When the word 
pattern is combined into an existing cluster, the membership 
function of that cluster should be updated accordingly.  

Huan Liu (2005) proposedToward Integrating Feature 
Selection Algorithms for Classification and Clustering, it 
introduces concepts and algorithms of feature selection, 
surveys existing feature selection algorithms for 
classification and clustering, groups and compares different 
algorithms with a categorizing framework based on search 
strategies, evaluation criteria, and data mining tasks, reveals 

unattempted combinations, and provides guidelines in 
selecting feature selection algorithms. In the work concludes 
work by identifying trends and challenges of feature 
selection research and development[5]. 

L.D. Baker and A. McCallum (1998) say Distributional 
Clustering to document classification[2]. The proposed 
approach clusters words into groups based on the 
distribution of class labels associated with each word.  
Unlike some other unsupervised dimensionality reduction 
techniques such as Latent Semantic Indexing. To compress 
the feature space much more aggressively, while still 
maintaining high document classification accuracy. 

I.S. Dhillon (2003) proposed Divisive Information-
Theoretic Feature Clustering Algorithm for Text 
Classification a new information theoretic divisive 
algorithm for feature/word clustering and apply it to text 
classification[3]. Existing techniques for such “distributional 
clustering” of words are agglomerative in nature and result 
in (i) sub-optimal word clusters and (ii) high computational 
cost. A divisive algorithm that directly minimizes this 
objective function, converging to a local minimum and the 
algorithm minimizes the within-cluster Jensen-Shannon 
divergence, and simultaneously maximizes the between-
cluster Jensen-Shannon divergence. 

III. EXISTING WORK 

There are many algorithm are used for feature clustering 
method. In the existing work has a fuzzy similarity-based 
self-constructing feature clustering algorithm, which is an 
incremental feature clustering approach to reduce the 
number of features for the text classification task. Most of 
the clustering method proposed the desired number of 
extracted features, has to be specified in advance. This gives 
a burden to the user, since trial-and-error has to be done 
until the appropriate number of extracted features is found 
and when calculating similarities, the variance of the 
underlying cluster is not considered. Intuitively, the 
distribution of the data in a cluster is an important factor in 
the calculation of similarity. Then all words in a cluster have 
the same degree of contribution to the resulting extracted 
feature. These issues are reduced by this approach. The 
words in the feature vector of a document set are 
represented as distributions, and processed one after another. 
Each cluster is characterized by a membership function with 
statistical mean and deviation.  

This system derived membership functions match 
closely and describe properly the real distribution of the 
training data. Here, trial-and-error for determining the 
appropriate number of extracted features can then be 
avoided. The author proposed self-constructing learning 
approach. Word patterns are considered one by one. The 
user does not need to have any idea about the number of 
clusters in advance. No clusters exist at the beginning, and 
clusters can be created if necessary. For each word pattern, 
the similarity of this word pattern to each existing cluster is 
calculated to decide whether it is combined into an existing 
cluster or a new cluster is created. Cluster points are 
calculated by the Euclidean distance. Euclidean distance 
calculated by this formula, 

 
Once a new cluster is created, the corresponding 

membership function should be initialized.On the contrary, 
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when the word pattern is combined into an existing cluster, 
the membership function of that cluster should be updated 
accordingly.By this algorithm, the derived membership 
functions match closely with and describe properly the real 
distribution of the training data. 

IV. PROPOSED WORK 

The proposed work has a novel clustering method called 
fuzzy statistical similarity which exhibits a fast execution 
speed and finds clusters with small error, particularly for 
large datasets. Fuzzy statistics is a subject based on the 
combination of fuzzy set theory and statistical methods. 
Fuzzy set theory is the basis in studying membership 
relationships from the fuzziness of the phenomena.FSS can 
get objective estimates of how closely two feature vectors 
resemble each other. This method simultaneously considers 
all data points to be equally suitable as initial feature, thus 
reducing the dependence of the final clustering from the 
initialization. The proposed fuzzy mean deviation and then 
develop a fuzzy statistical similarity measure in evaluating 
the similarity between data sets to increase the system 
performance.  

A document set D of n documents d1, d2; . . . ; dn, 
together with the feature vector W of m words w1; w2; . . . ; 
wm and p classes c1, c2; . . . ; cp,  We construct one word 
pattern for each word in W. For word wi, its word pattern xi 
is defined, 
xi =<xi1; xi2; . . . ; xip> 
   = P(c1|wi),P(c2|wi), …, P(cp|wi),  (1) 
Where, 

  (2) 
For 1 ≤j ≤p. Note th at dq i in d icates the number of 
occurrences of wi in document dq, 

The goal is to group the words in W into clusters, based 
on these word patterns. A cluster contains a certain number 
of word patterns, and is characterized by the product of p 
one-dimensional Gaussian functions. Gaussian functions are 
adopted because of their superiority over other functions in 
performance.  
Let G be a cluster containing q word patterns 
x1, x2,,………,xq.Let  xj=< xj1, xj2,………,xjp>, 1≤j≤q,the mean 
m=<m1 , m2,….,mp> and the deviation of the  
σ=<σ1 , σ2,….,σp> defined as, 

  (3) 
For 1 ≤ i ≤p , where |G| d enotes the size of G, i.e., the 

number of word patterns contained in G. The fuzzy 
similarity of a word pattern x =<x1; x2; . . . ; xp> to cluster 
G is defined by the following membership function, 

 (4) 
A word pattern close to the mean of a cluster is regarded 

to be very similar to this cluster. Each word pattern, the 

similarity of this word pattern to each existing cluster is 
calculated to decide whether it is combined into an existing 
cluster or a new cluster is created. Once a new cluster is 
created, the corresponding membership function should be 
initialized. When the word pattern is combined into an 
existing cluster, the membership function of that cluster 
should be updated accordingly, The similarity of xi to each 
existing clusters, i.e.,(4) 

(5) 
Fuzzy similarity statistics are also calculated after the 

membership calculation 
FSS = s(i, k) = disi(k)   i= 1, 2, . . . , n;   
k = 1, 2, . . . , m; i≠k(6) 
and the preference is calculated using  
s(i, i) = min−CTS(max−min), i= 1, 2, . . . , n 

Fuzzy set, fuzzy mean distance is the amount of 
difference between individual feature vectors and clustering 
vector. Mean distance deviation   and membership function 
is a measure of difference for interval and ratio variables 
between the distance value and the mean and the 
membership degree depends on distance deviation in the 
space. Cluster threshold scalar (CTS) is used to get the 
expected number of clusters through setting the appropriate 
value. The similarity is a negative value; a small value is 
equivalent to a large similarity. 

We say that xi passes the similarity test on cluster Gj if  

 (7) 
0≤ρ ≤1,is a predefined threshold. 
xi is not similar enough to any existing cluster and a new 
cluster Gh, h = k + 1, is created with 
mh  =xi; σh=σ0   (8) 

Where σ0=<σ0; . . . ; σ0 > is a u ser-defined constant 
vector. The deviation of a new cluster is 0, since it contains 
only one member. We cannot use zero deviation in the 
calculation of fuzzy similarities. Therefore, we initialize the 
deviation of a newly created cluster by σ0, as indicated in 
(6). Of course, the number of clusters is increased by 1 and 
the size of cluster  Gh, Sh, should be initialized, i.e., 
k =k +1; Sh =1:                                  (9) 

If there are existing clusters on which xi has passed the 
similarity test, let cluster Gt be the cluster with the largest 
membership degree, i.e., 

 (10) 
The regard xi to be most similar to cluster Gt and mt and 

σt of cluster Gt should be modified to include xi    as its 
member. The modification to cluster Gt is described as 
follows: 

 (11) 
Equations can be derived easily from (3). Note that k is 

not changed in this case. Suppose x1 is most similar to 
cluster G1, and the size of cluster G1 is 4 and the initial 
deviation σ 0 is 0.1. Then cluster G1 is modified as follows: 
St= St + 1 (12) 
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Step: 1 Initialization: 
Steps for proposed Algorithm 

 # no of original word patterns: m 
 # number classes: p 
 Threshold: ρ 
 Initial deviation: σ0 
 Initial of clusters: k = 0 
Step: 2 Input: 
 xi =<xi1; xi2; . . . ; xip>, 1 ≤ i≤ m 
Step: 3 Output: 
 Clusters G1, G2; . . .Gk 
Step: 4 Procedure Self-Constructing-Clustering-
 Algorithm 
Step: 5 for each word pattern xi, 1 ≤ i ≤ m 
Step: 6 temp _ W ={Gj |μGj, (xi) I ≥ρ,1 ≤ j≤k; 
Step: 7 if (temp_ W==ø) 
Step: 8 FSS = s(i, k) = disi(k)    
Step: 9 A new cluster Gh, h = k+ 1, is created by (3)  
Step: 10else let Gt € temp _W be the cluster to which xi is 
closest by (10); 
Step: 12Incorporate x i into Gt by (11)-(12); 
endif; 
end for; 
returnwith the created K clusters; 
endprocedure 

This system consists of some statistical characteristics 
which are based on some fuzzy characteristics. Fuzzy set, 
fuzzy mean distance is the amount of difference between 
individual feature vectors and clustering vector. Mean 
distance deviation   and membership function is a measure 
of difference for interval and ratio variables between the 
distance value and the mean and the membership degree 
depends on distance deviation in the space. Cluster threshold 
scalar (CTS) is used to get the expected number of clusters 
through setting the appropriate value. The similarity is a 
negative value; a small value is equivalent to a large 
similarity. By introducing fuzzy mean deviation into 
similarity measure, it can exploit fuzzy sets in decision 
making. Based on the above operations the system can avoid 
poor solutions caused by unlucky initializations and hard 
decisions and can save a significant amount of execution 
time for getting optimal results. Geodesic distance is 
measure the data points between the clusters. Following 
steps are calculated the geodesic distance measure. 
Step: 1 Construct a neighborhood graph:  

Define a graph G over all N data points by connecting xi 
and xjif their distance dE(xi, xj) is closer thanεor if xi is one 
of the k nearest neighbors of xi or vice versa. Set the edge 
lengths equal to dE (xi, xj). 
Step:2 Compute the shortest paths:  

Initialize dG (xi, xj) = dE (xi, xj) if xi and xi are linked by 
an edge, otherwise dG (xi, xj) = ∞. For each k = 1, · · ·,N, 
replace all entries dG(xi, xj) by min(dG(xi, xj), dG(xi, xk) 
+dG(xk, xj)). DG = contains the shortest-
path distances between all point pairs in G. 

The method considers that geodesic distance can be 
fairly approximated by Euclidean distance for a 
neighborhood of points; while for faraway points geodesic 
distance is estimated by the shortest path through neighbor 
points. Geodesic distance measure in a fuzzy clustering 
method and have achieved better results than using 
Euclidean distance. 

V. PERFORMANCE RESULTS 

In this section, we present experimental results to show 
the effectiveness of our fuzzy Statistics similarity based 
feature clustering method with geodesic distances.Compared 
with existing approach, the results are more efficiency in the 
proposed method. Based on the accuracy, the two tables are 
calculated as follows: The Table Irepresent the data that are 
used for accuracy of sensitivity of the algorithm, specificity 
of the algorithm and the frequency of the algorithm. 

Table 1: Performance comparison of the approaches 
Approaches Precision 

value 
(In values) 

Recall value 
(In values) 

F_measure 
value 

(In values) 
Fuzzy similarity Self-
Constructing 
algorithm with 
Euclidean distance 
(existing method) 

 
59.99 

 
61.292 

 
78.115 

Fuzzy Similarity 
Statistics(FSS) 
(proposed method) 

 
69.436 

 
67.766 

 
80.665 

FSS with Geodesic 
Distance (proposed 
method) 

 
76.831 

 
73.151 

 
86.033 

 
The Table II represents the data that are used for 

algorithm accuracy and time. 
Table 2: Time Comparison of the approaches 

Approaches Accuracy 
(%) 

Time 
(in millisec) 

Information Gain 
(existing method) 

 
71.566 

 
10,975 

Fuzzy similarity Self-
Constructing Algorithm with 
Euclidean distance 
(existing method) 

 
76.568 

 
9,047 

Fuzzy Similarity 
Statistics (FSS) (proposed 
method) 

 
84.256 

 
6,624 

FSS with Geodesic Distance 
(proposed method) 

92.678 5,558 

 
The experimental results demonstrate that fuzzy statistics 

similarity with geodesic distances has higher accuracy 
compared with the existing method. 

Fig (a) shows performance of precision value, in Fuzzy 
Statistics Similarity performs much better existing method. 
Precision value is the sensitivity of the algorithm to be 
calculated. Precision is the fraction of retrieved documents 
that are relevant to the search: 
Precision value calculated by this formula, 

 
To compare the existing work, the precision value is 

more efficient than the existing algorithm.  
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Figure (a) precision value Accuracy 

Fig (b) shows performance of Recall value, in Fuzzy 
Statistics Similarity performs much better existing method. 
Recall value is the productivity of the algorithm to be 
calculated.  

Recall in information retrieval is the fraction of the 
documents that are relevant to the query that are 
successfully retrieved. 

Recall value calculated by this formula, 
 

 
Fig (b) To compare the existing work, the Recall value 

accuracy is more efficient method to retrieved documents 
than the existing algorithm.  

 
Figure (b) Recall value Accuracy 

Fig (c) shows performance of f_measure value, in Fuzzy 
Statistics Similarity performs much better existing method. 
F_measure value is the frequency of the algorithm to be 
calculated. A measure that combines precision and recall is 
the harmonic mean of precision and recall, the traditional F-
measure or balanced F-score: 
F_measure value calculated by this formula, 

 
Fig (c) To compare the existing work, 

thef_measurevalue accuracy is more efficient method to 
retrieved documents than the existing algorithm.  

 
Figure (c) f-measure Accuracy  

Fig (d) shows performance of time, in Fuzzy Statistics 
Similarity performs much better than existing method. Time 
is calculated upon the location based cluster. 

The result shows the less time of proposed method 
compared between the existing methods. 
 

 
Figure(d) Time Accuracy 

The proposed Fuzzy statistics Similarity with Geodesic 
distance method is too compared with existing method. It 
reduces the time, improving the accuracy of the algorithm. 

VI. CONCLUSION AND FUTURE WORK 

It concludes Fuzzy Statistics Similarity (FSS) allows the 
algorithm to assign proper memberships to uncertain data 
and can get an accurate and objective estimate of how 
closely two attributes resemble each other. Geodesic 
distance is also used to measure the distance, which reflects 
the true embedded manifold. Each cluster ischaracterized by 
a membership function with statisticalmean and deviation. 
To calculate the Fuzzy statistics after the membership 
function. All the Words have been fed in, a desired number 
of clusters are formed automatically.  Then have one 
extracted feature for each cluster. Geodesic distance, it 
measure distances between the cluster data point. Our 
method is good for text classification problems due to the 
suitability of the distributional word clustering method and 
the distribution of data than the real groups within the data. 
Similarity-based clustering is one of the techniques have 
developed in our machine learning research. In the proposed 
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work, it applies this clustering technique to text 
categorization problems. In future, it also applying it to 
other problems, such as image segmentation, data sampling, 
fuzzy modeling, web mining, etc 
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