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Abstract: Dimensionality reduction is one of the key issues in various fields such as Data Mining, Machine Learning, Pattern Recognition, Image 
Retrieval, Text mining etc. This technique is used to reduce the dimensionality of features and improve the performance of learning algorithms. In 
general, dimensionality reduction is classified into two categories: feature selection and subspace learning. Recently, many researchers combined 
these two methods to improve the performance of the learning algorithm. In this paper, an enhanced feature selection algorithm is proposed namely, 
Modified Fisher Criterion Principal Feature Analysis (MFCPFA). The MFCPFA algorithm is developed by merging Modified Fisher Criterion 
(feature selection and subspace learning) and Principal Feature Analysis. To prove the effectiveness of proposed algorithm, the algorithm is tested 
with various datasets available in the UCI repository. The results show that the newly developed algorithm improves the classification and reduces 
the unwanted features.    
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I. INTRODUCTION 

Data mining is the process of extracting useful information 
from large amounts of data stores in various databases, data 
warehouse and other information repositories. The data 
collected from the real world applications contain lot of 
erroneous data. Data preprocessing is an important technique 
in data mining to rectify the erroneous data present in the 
dataset. Many data mining application contain high 
dimensional data. The High dimensionally decreases the 
performance of the learning algorithm and increase the time 
and space required for processing the data [1]. The above issue 
is resolved using Dimensionality Reduction technique (DR). 
The DR is divided into two methods, visually, feature 
selection and feature extraction. In the past research, the DR 
issue is carried out by either feature selection technique or 
subspace learning technique [2].  

The feature selection technique is used to select the most 
discriminant feature from the original input feature set. The 
subspace learning technique is used to transform the original 
input features to a lower dimensional space. The popular 
subspace learning includes Linear Discriminant Analysis 
(LDA) [3, 4], Principal Component Analysis (PCA) [5, 6], 
Direct Linear Discriminant Analysis (DLDA) [7], Singular 
Value Decomposition (SVD) [8], Support Vector Machine 
(SVM) [9], Locality Preserving Projection (LPP) [10], 
Neighborhood Preserving Embedding (NPE) [11] and Null 
Space Linear Discriminant Analysis (NLDA) [12]. 

Fisher criterion [13] plays a vital role in dimensionality 
reduction. This criterion is used to select the features by 
minimizing the within-class distance and maximizing the 
between-class distance. Two methods are developed based on 
the Fisher criterion namely, Fisher score and Linear 

Discriminant Analysis (LDA). The Fisher score is a feature 
selection method and LDA is a subspace learning method. In 
this paper, an enhanced feature selection algorithm MFCPFA 
is proposed by combining two supervised methods and one 
unsupervised method. The two supervised methods Fisher 
score and LDA are developed based on the Fisher criterion. 
The Fisher score is used to select the subset of original 
features. LDA is used to reduce the feature space by 
maximizing the class separability. In recent days, various 
LDA algorithms are proposed. These algorithms concentrate 
on classification accuracy and computational time. This 
method is used the select the feature subset by reducing the 
feature space and it removes the noisy and irrelevant features 
in the original dataset. Principal Feature Analysis (PFA) is an 
unsupervised method which is used to remove the redundant 
features in the original dataset. Hence, in our proposed 
algorithm the supervised and unsupervised methods are 
combined to obtain the best feature subset by removing the 
irrelevant, redundant and noisy features present in the original 
dataset.  

The paper is organized as follows:  Section 2 supplies the 
overview of Feature selection. Fisher score and Linear 
Discriminant Analysis (LDA) are discussed in Section 3 and 4 
respectively. Section 5 deals with Principal Feature Analysis. 
Section 6 describes the proposed algorithm and Section 7 
presents our experimental results. Finally, Section 8 gives the 
conclusion of this study.  

II. FEATURE SELECTION  

Feature selection is the process of finding the pertinent 
subset of features from the original dataset using some 
selection criterion [14]. This technique mainly used to reduce 
the dimensionality of data by removing the irrelevant, 
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redundant and noisy features. Reduction of the data 
dimensionality and removal of futile features have the 
advantages of reduced computational time and improved 
classification accuracy in various data mining applications. 
The feature selection algorithms are categorized into 
supervised [15], unsupervised [16] and semi-supervised [17] 
algorithms according to the utilization of label information. 
Based on the search strategy, feature selection algorithms fall 
into three approaches, namely filter approach, wrapper 
approach and embedded approach [18]. In filter approach, the 
features are selected using predefined criteria. The wrapper 
approach uses the learning algorithm to select the best feature 
subset.  In hybrid approach, the subset of features are selected 
using both predefined criteria and learning algorithm. The 
feature selection technique is widely used in various research 
fields such as Data Mining [19], Machine Learning [20], 
Intrusion detection [21] and Text Mining [22].  

III. FISHER SCORE  

The main objective of the Fisher score is to select the 
features which have the similar values in the same class and 
the dissimilar values in different classes. The Fisher score [23] 
is calculated using the formula 

 

 
         where 

 is the scatter matrix between-class  
 is the total scatter matrix 
 is the positive regularized parameter 

  is the trace value of the given scatter matrix 
 

 
 

 
where  

 is the total mean of the reduced data  
 is the size of the nth class reduced data 
 is the mean of the nth feature 
 is the number of samples of the jth class in the 

reduced data 

IV. LINEAR DISCRIMINANT ANALYSIS (LDA) 

LDA [24] is a well-known statistical approach for 
dimensionality reduction. It is used to determine the low-
dimensional features from a high-dimensional space.  In the 
past research, several dimensionality reduction techniques 
have been proposed. Among them LDA is regarded as the 
most popular dimensionality reduction method. According to 

Fisher’s criterion, LDA has to find a linear projection matrix 
by minimizing the ratio of the within-class scatter 

matrix and maximizing the ratio of the between-class scatter 
matrix, and is given below.  

 

 
Where the between-class matrix Sb, within-class matrix Sw, 

are calculated using the formula 

 

 
Where 
  Xn is the index set of nth class 
  µn is the mean vector of nth class 
The LDA have three scatter matrices within-class matrix, 

between-class matrix and total scatter matrix. The total scatter 
matrix calculated by the formula 

                                (7)  
Hence, the EQ. (4) is rewritten as 

 
 

V. PRINCIPAL FEATURE ANALYSIS (PFA) 

The PFA [25] technique is derived from the Principal 
Component Analysis (PCA). It is an unsupervised 
dimensionality reduction technique.   

Let P be a zero mean m-dimensional random feature vector 
and consider X be the covariance matrix. Let D be a matrix 
whose columns are the orthonormal eigenvectors of the matrix 
X. 

 

 

Where λ1, λ2,….., λm, be the eigenvalues of X. Let Dq be the 
first q column of D. Let V1, V2, V3…Vn Є Rm be the rows of 
Dm.  Each vector Vi represents the projection of the ith feature 
of the vector P. To find the best subset, row vector Vi used to 
cluster the features which are having high correlated measure. 
Finally, from each cluster one feature is obtained to form a 
feature subset. The algorithm can be summarized in the 
following five steps:  

Step 1: Calculate the sample covariance matrix 
or true covariance matrix. In few cases 
correlation matrix is preferred to use 
instead of covariance matrix. The 
correlation matrix are computed by  

 

Step 2: Calculate the Principal components and 
eigenvalues of the Covariance/ 
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Correlation matrix by  
Step 3: Construct the Matrix Dq is constructed 

from D by choosing the subspace 
dimension q. This can be chosen by 
deciding how much of the variability of 
the data is desired to be retained. 

Step 4: Cluster the vector 
 into p clusters using the K-means 

algorithm. Euclidean distance is used as 
a distance measure in K-Means 
algorithm.  

Step 5: Find the corresponding vector Vi from 
each cluster which is closest to the 
mean of the cluster. Choose the 
corresponding features, Si, as a 
principal feature. This step will yield 
the choice of p features. 

VI. PROPOSED WORK  

Fisher criterion plays an important role in dimensionality 
reduction technique. This criterion is used to select the 
features by minimizing the within-class distance and 
maximizing the between-class distance. Based on the Fisher 
criterion, two methods are developed based on the Fisher 
criterion namely, Fisher score is a feature selection method 
and Linear Discriminant Analysis (LDA) is a subspace 
learning method. In the past decades, many researchers used 
the Fisher score and LDA separately to find the best feature 
subset. In recent days, the researchers combined the two 
methods to reduce the dimensions and to obtain the finest 
feature subset. In our proposed algorithm the Modified Fisher 
Criterion (MFC) is the combination of Modified Fisher Score 
(MFS) and MLDA. 
Modified Fisher Score (MFS) 

A. Modified Fisher Score (MFS): 
In our earlier study, the Fisher score is modified and it is 

named as Modified Fisher Score (MFS). The MFS calculates 
the Euclidean Norm for the given input matrix instead of 
calculating the trace value and this value is used as Fisher 
score to select the best features. The Fisher score MFS is 
calculated by the given formula and it is the replacement of 
the EQ. (1) 

 
 

 
 

 

 

    where 
 is the mean of  ith class  
 is the size of the ith class 

µ is the total mean 
 is between-class scatter matrix 
 is total scatter matrix 
 is a positive parameter 

is the number of samples of the jth class  

B. Modified Linear Discriminant Analysis (MLDA): 
In the MLDA, Euclidean Norm is computed for the within-

class scatter matrix and between-class scatter matrix instead of 
trace value to reduce the subspace. While calculating the trace 
value it considers only the diagonal value of the given input 
matrix it became a drawback for finding the best feature 
subset. Hence, in MLDA method the whole matrix is 
considered to calculate the Euclidean Norm value. Hence, the 
EQ. (8) is rewritten as 

 
 

Where Sb is the between-class matrix , Sw is the within-class 
matrix.  

C. Modified Fisher Criterion (MFC): 
The MFC is the fusion of MFS and MLDA. By combining 

these two methods it is able to do feature selection and 
subspace learning simultaneously. It is computed using the 
formula 

 
Where Qn and Qm  are the total scatter matrix and between-

class scatter matrix respectively. 

D. MFCPFA Algorithm: 
The objective of the dimensionality reduction is to find the 

best feature subset by reducing the dimension space. The 
above issue is a challenging task in data mining. To overcome 
the above issue a new algorithm is proposed by combining the 
MFC and PFA. The MFC is a supervised method which 
removes the noisy and irrelevant features but it is unable to 
remove the redundant features present in the data set. The PFA 
is an unsupervised method which removes the redundant 
features by exploring the correlation analysis between the 
features. In MFC, the x features are selected by accumulating 
them in the decreasing order until it surpasses the users’ 
threshold value of 0.95. Then PFA method is used to cluster 
the selected x features into y clusters and in each cluster a 
feature is selected to from finest feature subset. The algorithm 
is summarized is presented below. 

Step 1: Calculate the MFC measure for each 
feature and arrange it in decreasing order.  

Step 2: Select the best x features till the MFC 
measure surpasses the users’ threshold 
value.   

Step 3: The selected x features are grouped into y 
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clusters using PFA method. 
Step 4: Finally, select a feature from each cluster 

and form a best feature subset. 

VII. EXPERIMENT  

An experiment is conducted on a publicly available dataset 
to prove the efficiency of the proposed MFCPFA algorithm. 
The efficiency of the algorithm is examined in terms of 
Classification accuracy. To evaluate the classification 
accuracy, K–Nearest Neighbor classifier is used. The proposed 
algorithm is compared with the existing algorithms: FS+PFA,   
LDDR and also with our own algorithm MFSPFA proposed in 
the earlier research work.    

In the FS+PFA and LDDR algorithms, trace values are 
calculated for the given input matrix and the values are used as 
a Fisher criterion for selecting the relevant features. In our 
earlier algorithm MFSPFA, only the best feature subset is 
obtained but the subspace learning is not considered. In the 
proposed MFCPFA algorithm, the best feature subset is 
obtained by reducing the subspace.    

Table 1. Classification accuracy of MFCPFA algorithm 

Dataset Features 
Accuracy 

Percentage (%) 
MFCPFA 

Ionosphere 32 96.11 
Isolet 617 93.21 

Multi- features 649 92.53 
Leukemia 12558 94.85 

Table 2. Classification accuracy of MFCPFA and existing algorithms 

Dataset Features Accuracy Percentage (%) 
FS+PFA LDDR MFSPFA MFCPFA 

Ionosphere 32 92.00 93.11 95.28 96.11 
Isolet 617 88.13 90.22 92.86 93.21 
Multi- 

features 649 83.58 85.13 90.18 92.53 

Leukemia 12558 89.29 91.86 93.47 94.85 
 

 
Figure 1. Comparison of MFCPFA and Existing Algorithms 

The experiment shows the efficiency of the proposed 
algorithm and is analyzed through classification accuracy. For 
this experiment, four publicly available dataset are taken, they 
are, Ionsphere, Isolet, Multi-features, and Leukemia. In the 
above dataset the best feature subset are obtained using the 
MFCPFA algorithm. The K-Nearest Neighbor classifier is 

used to obtain the classification accuracy and their results are 
depicted in    Table I.  Based on the experiment result the 
proposed algorithm is compared with the existing feature 
selection algorithms and their accuracy results are shown in 
Table II and it is graphically shown in Figure 1. The results of 
the proposed algorithm have better classification accuracy 
compared to the existing feature selection algorithms.   

VIII. CONCLUSION 

In this paper, the proposed MFCPFA algorithm solves the 
feature selection and subspace learning issues. MFS and 
MLDA obtained the best feature subset by selecting the 
features and reduced the dimensions respectively. Then PFA 
technique is used to remove the redundant features from the 
selected features. To check the efficiency of the proposed 
algorithm, an experiment is conducted on a publicly available 
datasets. The experiment results on four datasets (Ionsphere, 
Isolet, Multi-features, and Leukemia) exhibit that the proposed 
algorithm is promising in improving the classification 
accuracy. 
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