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Abstract:This paper explains the concept of semantic stability as a missing link between cognition and behavior for multi-robot cooperation with 
distributed sensing. In cooperation perspective when the cognition of robots is different, there need to interpret the situation by selecting a 
common Region of Interest. Interpretation of situation by observing visual information is still challenging for the artificial agents. The reason 
behind this difficulty is to find the cognitive boundary by which the situation can be described efficiently. Since this boundary is a part of 
cognition, therefore this research relates this boundary with region of interest (ROI) to visualize this concept. In this regard, this boundary 
contains semantic relevant objects which build a connection between visual objects and their semantic interpretation by semantic labelling. This 
paper addresses various related technical issues to emphasize the emergence of this concept. A formal expression for the semantic stability 
concept has been proposed in the current work and applies it to determine the cognitive boundary by selecting the best ROI from the visual 
scenes. However, selecting of best ROI is meaningless, since the cognition of individual robot is different. Therefore, for co-operation, best ROI 
needs to be shared between robots. In this research, ROI sharing gives various behaviors which are guided by semantic stability concept. In this 
respect, semantic stability acts as a missing link between cognition and behavior by selecting meaningful ROI for Cognition and decision 
making to perform actions which stands as Behavior in a cooperation task. Several complex scenes are tested to illustrate the applicability of the 
proposed algorithm at the end of the paper.  
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I. INTRODUCTION 

The great difficulty to engage the artificial agents or 
robots in everyday life is the lack of situation understanding. 
Typically most of the information received by agents is 
visual. Interpretation of situation by observing visual 
information is still challenging for the artificial agents. The 
reason behind this difficulty is: visual information can be 
interpreted in different ways due to its notion of subjectivity. 
Moreover, every interpretation is not meaningful for 
efficient situation understanding. In the quest of meaningful 
interpretation, universality in description and expression is 
realized by Alan Turing who introduced universal Turing 
machine [1]. Later on Chomsky [2] explains how human 
brains learn language from interaction by the concept of 
universal grammar. In connection with language, Paul Grice 
proposed four conversational maxims that arise from the 
pragmatics of natural language. The Gricean Maxims [3] are 
a way to explain the link between utterances and what is 
understood from them. All these theories stated above are 
based on low level primitives and exhaustive logical in 
nature which are impractical to realize. Therefore we would 
like to develop more profound concept which is based on 

cognitive principles, quantifiable and practical to implement 
in real systems. In our approach, we assume that effective 
communication can be done between artificial agents if they 
can share their cognition. However, sharing cognition is not 
as easy as it seems to be. If we consider an image as a 
source of information, then every agent have their own 
observation space which is based on their individual interest. 

The region from image observed by each agent is 
considered as Region of Interest (ROI). In order to have 
efficient communication between agents ROI should be 
selected intelligibly. ROI selection is very important as it is 
related with cognition and relations in ROI gives meaning of 
the context. ROI selection remains very crucial due to two 
reasons: selection of necessary information and its 
subjective notion. It is very difficult to select necessary 
information from scene. This is because, when we try to 
select some necessary information, some unnecessary 
information is included as well. Therefore, we need to 
determine a boundary which has sufficient information for 
stable cognition. We call this boundary as Cognitive 
Boundary. The details of this concept can be found in our 
previous work [4].  In order to select necessary and 
meaningful information, various methods are available for 
ROI selection, such as saliency based [5], [6], unsupervised 
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method based [7], semantic based [8] or interest based [9]. 
The underlying principles of ROI selection is based on 
gestalt theory of cognitive psychology [10] and related with 
various interdisciplinary fields of neuro-science [11], 
semantics [12], linguistics [13].          

In some of the aforementioned studies and literatures, 
cognition is studied in relation with ROI selection. 
However, in these researches behavior is not studied. In 
other words, how behavior is affected in the selection of 
ROI is not investigated experimentally. Therefore, this 
research is intended to develop a formal method of semantic 
stability which links cognition and behavior of an artificial 
agent based on ROI selection and realized through multi-
robot cooperation.   

II. FORMAL EXPRESSION OF SEMANTIC 
STABILITY 

A. Definition: 
The term “Semantic stability” is used in order to 

evaluate a stable communication [14], [15] between agents, 
to establish a link between language and perception [16] or 
to retrieve knowledge [17]. However, there is no formal 
method for image understanding. 

The notion of “stability” comes from the concept of 
stability of control theory. Usually information in an image 
is enormous. According to the exploration of image with 
ROI, information increases exponentially. Conversely, the 
complexity decreases as the like. If we plot the image in 
terms of complexity and information with respect to 
contexts, then we can obtain some concave curves as 
depicted in Fig. 1. The lower part of these curves indicates 
the local minima. These individual curves are very similar to 
the potential field concept of control theory. In the context 
of information, these curves are the trade-offs between 
information and complexity. These trade-offs are called 
semantic stability. In these regions, the understanding of 
context becomes stable.  
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure.1 Concept of Semantic stability with illustration 

The main goal of ROI selection is to understand the 
event or scene. Interest also depends on our understanding. 
Usually our interest decreases when we understand the 
object or context completely. Since ROI contains objects, 
therefore selection of different objects and their relations 
affect our understanding. To quantify the understanding we 
need to develop some functions. Using such functions, 
Robot can evaluate their understandings by ROI Selection. 
Based on the above concept, let’s define the semantic 
stability as: 

    ContextKB

Information AbstractnessSemantic Stability
Interest

 =  
 

(1) 
In order to quantify the information abstractness, we 

consider semantic relatedness as it is appropriate to object-
object relations in ROI. Interest develops from information 
gap between object’s semantic information. Meaning is 
context specific; therefore we evaluate semantic stability 
with respect to Context Knowledge Base, ContextKB. 
 

B. Assumptions: 
Semantic stability is a high level concept; therefore its 

computation depends on structured knowledge or ontology. 
Ontology also requires object labels which can be found after 
identification of objects. Based on the requirements, we 
assume 4 assumptions which are needed to be considered for 
computation of semantic stability. First, the Context ontology 
is used as previous knowledge, second, Marker detection 
gives object recognition; third, Semantic Information gap and 
semantic stability ≠0 and fourth, different ways of 
representation of context gives different values of semantic 
stability. 

C. Formulation of Semantic Stability : 

a. Evaluation of Semantic information: 
To compute semantic stability, we need to evaluate 

semantic information of object. Based on information 
theoretic approach, information content of WordNet concept 
[18] can be expressed as: 

( ) 1log
max log( ( ) 1)( ) 1

log(max )1log
max

WN
WN

WN

WN

hypo c
hypo cIC c

 +
 

+ = = −
 
 
 

(2) 

Where hypo = number of hyponyms of given concept, 
maximum number of concepts. This number expresses the 
maximum entropy in the context of information and acts as 
a normalizing factor for the taxonomy. 

b. Semantic relatedness measure: 
Semantic relatedness is the extent to which the concepts 

share information. Based on Resnik’s [19] measure, the 
semantic relatedness between two concepts, c1 and c2 

1 2 1 2( , ) ( ( , ))WNc c IC c cϒ Λ=     (3) 
Where, r and Λ represents relatedness and intersection 

(AND) between two concepts. 

c. Semantic Information gap measure: 
We define the semantic information gap, Γ as the 

absolute difference in semantic information content of 
individual objects. It can be expressed by: 

1 2 1 2( , ) ( ) ( )WN WNc c IC c IC cΓ = −  (4) 
 

Suppose, we have 3 objects and each object contains 
some semantic information as shown in Fig.2. Now if we 
consider information gap between Wheel and Car window, 
we can see that there are more similarity in information, 
therefore the information gap is small. Conversely due to 
information dissimilarity between Wheel and House window 
information gap is higher. 
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Figure 2: Illustration of Semantic Information Gap 

Now using these two parameters, we can formally 
express the semantic stability as: 

 

1 2
1 2

1 2

( ( , ))
( , )

( ) ( )
WN

WN WN ContextKB

IC c c
c c

IC c IC c
ψ

Λ 
=   − 

(5) 

The meaning of this equation is: it evaluates the 
understanding of a context for a particular interest level 
derived from semantic information gap. 

It might be helpful if we can present one sample 
calculation of semantic stability of ROIs. Let’s consider the 
example that has been presented previously. 

Let’s consider Wheel and Car Window as depicted in 
Fig.3. These 2 concepts are sharing Car as their common 
node. Therefore, semantic relatedness is the information 
content of the car. 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure.3 Illustration for computation of Semantic stability 

Using eq. 3 we have 
log(3 /11)( , ) ( ) 0.54
log(1/11)WNCarWindow Wheel IC Carϒ = = =       (6) 

For semantic information gap, these two concepts have 2 
similar properties. This property is used as hyponyms in 
equation 4. Therefore, semantic information gap can be 
computed as: 

log((2 1) /11)( , ) 0.54
log(1/11)

CarWindow WheelΓ
+

= =                 (7) 

With similar calculations, 
( , ) ( )

log(3 /11) 0.54
log(1/11)

WNHouseWindow Wheel IC Residenceϒ =

= =
                       (8)

log((1 1) /11)( , ) 0.71
log(1/11)

HouseWindow WheelΓ
+

= =                   (9) 

Therefore, the semantic stabilities are: 

0.54( , ) 1.0
0.54 Residence

CarWindow Wheelψ  = = 
 

 (10) 

0.54( , ) 0.76
0.71 Residence

HouseWindow Wheelψ  = = 
 

 (11) 

From these calculations, we can find that ROI composed 
of Car Window and Wheel is more stable than 
ROIcomposed of House Window and Wheel. 

III. MULTI-ROBOT COOPERATION BASED ON 
SEMANTIC STABILITY 

Figure 4 shows the basic mechanism of establishing a 
link between cognition and behavior by semantic stability. In 
this research two robots are observing different region of the 
scene, therefore the observation is distributed. This type of 
observation gives different meaning which leads to different 
cognition for the robots. However, co-operation is possible 
only when robots have similar cognition by selecting a 
common ROI [20]. In order to have a common ROI, 
information should be invariant. ‘Invariance’ is the property 
which eliminates ambiguity in selecting right object in a 
cooperation perspective. To clarify the idea, let’s have an 
example. Suppose two robots are observing objects of a 
room. One robot is observing a Cup on the table, where as 
another robot is observing another Cup on the floor. If robots 
want to share the concept “Cup”, the information ‘Cup’ is 
not enough to eliminate ambiguity. Therefore robots need to 
select some relations which help to find common ROI or 
unique region of observation.To select useful relations, 
nearby objects of the target object need to be selected 
intelligibly. These nearby objects are called LandMark.  

There can be many LandMarks in the observation area. 
Therefore, it can be possible to have many ROIs which 
include Target object and LandMark. However, only 
meaningful ROI can provide stable cognition. Therefore, 
Best ROI selection is necessary. Semantic stability plays a 
key role in this selection by quantifying the relations based 
on meaningfulness of the ROI. Since Best ROI for individual 
robot is different, therefore it is meaningless for the co-
operation between robots. Co-operation is possible only 
when robots share their cognition as well as do some actions. 
In order to realize this, Best ROI is shared between robots. 
Best ROI sharing gives decision for the behaviors of the 
robots for useful co-operation. In Best ROI sharing which 
behavior needs to be shown is also determined by semantic 
stability. Therefore, semantic stability is the criterion which 
acts as a links between cognition and behavior in multi-robot 
co-operation.   
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Figure.4 Semantic stability as a link between Cognition and Behavior 

IV. APPROACH 

The approach of multi-robot cooperation is shown in 
Fig.5. The process of Semantic stability determination is 
discussed in section 2.3. We have proposed a Best ROI 
selection algorithm which is discussed in our previous work 
[4]. Here we would like to emphasize the robot behavior 
through ROI sharing and co-operation governed by its 
semantic stability in cognition. 
 
 
 
 
 
 
 
 
Figure.5 Approach of Multi-robot Cooperation based on Semantic stability 

Experimental Scenario: 
Fig. 6 shows the experimental scenario for multi-robot 

cooperation with distributed sensing. Here we have two 
robots A and B. Robot A has camera equipped with it and 
Robot B is equipped with Camera and Arm. The observation 
area is different for both robots. Now Robot A wants to pick 
up the bottle (Target) and put into Goal. Since it does not 
have the arm, it asks the Robot B to make cooperation for 
solving this problem. 

 

 
Figure. 6:  Experimental Scenario for Multi-robot Cooperation 

Since the observation area of each robot is different, 
therefore the cognition of each robot is also different. The 
target is similar at both observations. In order to distinguish 
each target, each robot need to select some landmark. 

V. RESULTS 

In order to solve this problem, individual robots need to 
select ROI. The results of individual robot’s cognition and 
behavior are shown as follows:  

Fig. 7 shows Robot A’s Cognition and Behavior in 
multi-robot cooperation.  

At first Robot A detects Target (bottle) based on color 
and shape and Landmarks using ARToolkit. However, the 
LandMarks are not clearly visible to Robot A. Therefore, 
Robot A moves forward and pushes the target toward 
LandMarks. The LandMark objects are Apple, Book, CAN 
and Cup. The semantic stability values are 0.22, 0.1, 1.0 and 

1.0 respectively. The distance from all the Landmarks to 
target (bottle) is nearly the same. Therefore, robot assumes 
that the bottle can be related to all the landmarks. For this 
reason, the relation is described as Target (bottle) is “Near 
Apple, Book, Cup, and CAN”. However, the information is 
not precise and ambiguous. Therefore, robot uses semantic 
stability to choose the best landmark. Immediately after 
some frames, robot finds that CAN and Cup has greater 
semantic stability than Apple and Book. Since the semantic 
stability for the CAN and Cup is same (1.0), therefore Robot 
A chooses both landmarks to locate the bottle. Moreover, it 
changes the relation information as Target is “Between CAN 
and Cup”. By the aid of semantic stability Robot A’s search 
space is narrowed down, which reduces ambiguity and 
enriches the ROI with sufficient semantic relations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(g) Pick up target   (h) Carry Target (i) Put target in destination 

Figure. 7:  Robot A’s Cognition and Behavior 

Fig. 8 shows Robot B’s Cognition and Behavior in 
multi-robot cooperation. As like Robot A, Robot B detects 
Land Marks and then select ROI using color and shape and 
relation information. Since the relation for target object in 
Fig. 8(b) is “Right side of CAN and Cup”, is different from 
the Robot A’s relation information, therefore robot tries to 
search the right target by moving its body and arm. The 
robot moves toward the search area and again detects 
LandMarks. Using semantic stability the robot B selects 
ROI and shares with ROI selected by Robot A. The robot B 
then move toward the target, pick up, carry and put the 
target in destination. 

In this experiment, semantic stability plays a key role to 
select the meaningful and sufficient information from 
number of possible ROIs. This selection facilitates the 
useful cognition for the robots for co-operation. On the other 
hand, semantic stability decides about the sharing of the 
ROI so that the cognition is shared. Sharing cognition helps 
the robot to select the right action, such as move, search, 
pickup, carry etc. for the task to be performed for 
cooperation. In this way, semantic stability guides the 
behavior of the robot.   
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(d) Search & detect LMs (e) Sharing of ROI (f) Move to target 
 
 
 
 
 
 

(g) Pick up target 

Figure. 8:  Robot B’s Cognition and Behavior 

VI. CONCLUSION 

In this research, we formalize the concept of semantic 
stability for multi-robot cooperation with distributed 
sensing. With this concept, it is possible to get a stable 
understanding of the situation by selection of ROI. 
Moreover, with semantic stability, the artificial agents are 
able to make decision about meaningful relations which is 
very similar to human cognitive ability. Furthermore, agents 
can select useful invariance (information) for the best 
combination of Target and LandMark. The biggest 
advantage of semantic stability is: it helps to make a 
consensus between robots without any communication 
which saves time for decision making.  Analyzing all these 
results and discussion, we can conclude that the proposed 
formulation of semantic stability is practically applicable to 
the real systems which make useful contribution to both in 
the field of cognition and behavior for distributed 
autonomous robotics. 
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