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Abstract: Clustering is the assignment of a set of observations into subsets, called clusters so that observations in the same cluster are similar in some 
sense. This research paper deals with two of the most delegated clustering algorithms namely centroid based K-Means and Fuzzy C-Means for 
identification of hematoma in brain CT scan. The behaviour of both the algorithms depends upon the brain CT images as well as on the number of 
clusters. The performance of both the algorithms is investigated during different executions on the input images. The execution time for each 
algorithm is also analyzed and the results are compared with one another.  
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I. INTRODUCTION  

Segmentation is required as a preliminary step in the 
analysis of medical images for computer aided diagnosis due 
to the fact that brain has a complex structure and its precise 
segmentation is very important for detecting tumors, edema, 
hematoma or any other abnormality. Segmentation is the 
process of partitioning a digital image into multiple segments 
based on pixels [1].  It might be used for object recognition, 
image compression, image editing, etc. The quality of the 
segmentation depends upon the digital image [2]. Brain image 
segmentation can be further aided by clustering algorithms. 
Clustering is a concept to determine the pattern through map 
and analysis of available data set according to the need such 
that data belonging to a same cluster are similar and data from 
different clusters are dissimilar. Clustering can either be 
supervised clustering including the hierarchical approaches 
such as relevance feedback techniques [3] or unsupervised 
clustering including the density based clustering methods. In 
supervised clustering method, grouping is done according to 
user feedback whereas in unsupervised clustering, the images 
with high features similarities to the query may be very 
different in terms of semantics [4].  

Medical imaging techniques for brain scan like MRI, CT 
scan, PET scan etc. are the tools used for extracting 
information by the radiologist.  As compared to the other 
techniques used, CT scan is preferred because of wide 
availability, low cost and better contrast. Majority of medical 
images are gray scale representation, so segmentation is based 
on the gray level value of pixels.  In Brain CT scan images for 
identification of hematomas [5] automatic and fast 
segmentation of image is a preliminary step and thus choosing 
the accurate segmentation from various available methods is a 
crucial task. This paper compares two standard K-Means and 
Fuzzy C-Means clustering algorithms in order to find out the 
best technique for identifying brain hematoma in CT scan 
images.  

II. METHODOLOGY 

The two unsupervised clustering methods, namely K-
Means and Fuzzy C-Means are based on dividing the image in 
clusters according to the distance between data points and 
cluster centers. Number of clusters is chosen randomly by 
user.  

A. K-Means Algorithm: 
K-Means is one of the simplest unsupervised clustering 

algorithms that solve the well known problem [6].The 
procedure follows a simple and easy way to classify a given 
data set through a certain number of clusters (assume k 
clusters) fixed a priori .The main idea is to define k centroids, 
one for each cluster. The next step is to take each point 
belonging to a given data set and associate it to the nearest 
centroid. At this point it is necessary to re-calculate k new 
centroids as bar centers of the clusters resulting from the 
previous step. After obtaining these k new centroids, a new 
binding has to be done between the same data set points and 
the nearest new centroid. A loop has been generated. As a 
result of this loop, one may notice that the k centroids change 
their location step by step until no more changes are done. In 
other words centroids do not move any more. Finally, this 
algorithm aims at minimizing an objective function, in this 
case a squared error function. 
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is a chosen distance measure between a 

data point and the cluster centre cj, is an indicator of the 
distance of the n data points from their respective cluster 
centers. The algorithm is composed of the following steps [7]: 
Step 1:  Place K points into the space represented by the 

objects that are being clustered. These points 
represent initial group centroids. 

Step 2:  Assign each object to the group that has the closest  
centroid. 
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Step 3: When all objects have been assigned, again calculate 
the positions of the K centroids. 

Step 4: Repeat Steps 2 and 3 until the centroids no longer 
move. 

This produces a separation of the objects into groups from 
which the metric to be minimized can be calculated. 

B. Fuzzy C-Means Algorithm: 
Fuzzy C-Means is an unsupervised clustering algorithm 

that has been applied to wide range of problems involving 
feature analysis, clustering and classifier design [8]. Fuzzy C-
Means (FCM) is a method of clustering which allows one 
piece of data to belong to two or more clusters. In this 
algorithm, data are bound to each cluster by means of a 
membership function which represents the fuzzy behavior of 
the algorithm. The algorithm builds an appropriate matrix 
named U whose factors are numbers between 0 and 1, and 
represent the degree of membership between data and centers 
of clusters. It is based on minimization of the following 
objective function: 

Jm =  ∑ ∑ 𝑢𝑢𝑖𝑖𝑗𝑗𝑚𝑚   
𝐶𝐶
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where m is any real number greater than 1, uij is the degree 
of membership of xi in the cluster j, xi is the ith of d-
dimensional measured data, cj is the d-dimension center of the 
cluster, and ||*|| is any norm expressing the similarity between 
any measured data and the center. Fuzzy partitioning is carried 
out through an iterative optimization of the objective function 
shown above, with the update of membership uij and the 
cluster centers cj by: 

uij = 
1
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This iteration will stop when maxij  ��𝑢𝑢𝑖𝑖𝑗𝑗
(𝑘𝑘+1) − 𝑢𝑢𝑖𝑖𝑗𝑗𝑘𝑘 ��  < ε, 

Where ε is a termination criterion between 0 and 1 and k are 
the iteration steps. This procedure converges to a local 
minimum or a saddle point of Jm. The algorithm is composed 
of the following steps [9]: 
Step 1:    Initialize U= [uij] matrix, U(0) 
Step 2:  At k-step: calculate the centers vectors C(k) = [cj] with   

U(k) 
Step 3:   Update U(k) , U(k+1) 

Step 4: If || U(k+1) - U(k)||< ε then STOP otherwise return to 
step 2.  

III. RESULT AND DISCUSSION 

This paper portrays the results of an objective evaluation 
of two popular segmentation techniques: K-Means Clustering 
and Fuzzy C-Means Clustering based segmentation algorithm.  
The key factors in determining the performance of the 
segmentation algorithm in object detection system is 
Correctness and Completeness [10].Another important factor 
is Stability. Segmentation methods are implemented in 
MATLAB 7.1 on window XP computer with 2.80 GHz CPU 
and 1 GB of RAM. Input images are publicly available brain 

CT scan images and all the images are of same quality. 
Segmentation was done manually on the original image by the 
radiologist. The correct boundary of the brain hematoma is 
identified to obtain a ground truth. A logical AND operation 
was performed between the ground truth (GT) and the 
resultant image obtained after segmentation to obtain true 
positive image (TP). Next the difference between segmented 
image and true positive image was taken as the false positive 
image (FP). The difference between manual and automatic 
segmentation gives False negative (FN), it is the number of 
pixels that are not covered by the automatic segmentation. 
Original image of brain CT scan and results of applying        
K-Means clustering and Fuzzy C-Means clustering with 3 
clusters are shown in Fig.1. 

   

Figure.1: Segmentation of original Brain CT scan image using K-Means and 
Fuzzy C-Means Algorithm 

The first comparison performed is by considering the 
correctness of the algorithms .Correctness can be defined as 
the percentage of correctly segmented region by the 
segmentation algorithm and can be calculated as 

Correctness (CR) =   𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

                           (5) 
Values of CR can be ranged from 0 to 1. The value 1 implies 
that the region extracted by the segmentation algorithm is 
100% correct. CR values less than 1, denotes that the 
algorithm has under-segmented the region by (100-CR) %. On 
an average in terms of correctness, K-Means algorithm  
performed  much better than the Fuzzy C-means algorithm  as 
shown in Table I. 

The second comparison performed is considering the 
Completeness, it can be defined as the percentage of the true 
region (GT) extracted by the segmentation algorithm and can 
be calculated as 
Completeness (CM) =  𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝑁𝑁
                        (6) 

Values of CM can be ranged from 0 to 1. The value 0 
represents that none of the pixels belongs to GT region is 
properly segmented by the algorithm, and 1 represent that all 
the pixels belongs to the GT region are segmented. In the 
context of CM, values less than 1 denotes that the algorithm 
has over-segmented the region by (100-CM) %. In terms of 
correctness, K-Means algorithm performed slightly better than 
the Fuzzy C-means algorithm shown in Table I. 

A more important performance evaluation parameter of 
segmentation algorithms is stability. If an algorithm gives 
reasonably correct segmentations on average, but is wildly 
unpredictable on any given image or with any given parameter 
set, it will be useless as a preprocessing step. There are two 

Original Image with skull Removed Resultant image with 3 clusters
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basic types of stability, one is stability with respect to 
parameters and another is stability across images. Stability 
with respect to parameters refers to achieving consistent 
results on the same image given different parameter inputs to 
the algorithm. Stability across images refers to achieving 
consistent results on different images given the same set of 
parameters.  

The third comparison that we performed was considering 
stability with respect to parameters (number of clusters). In 
this comparison, K-Means algorithm performs well (up to a 
limit on number of clusters) than the Fuzzy C-Means 
algorithm. K-Means showed less variability but stability 
decrease rapidly in Fuzzy C-means with changing values of k 
(number of cluster). This comparison can be seen in Figure 2- 
Figure 7, where each cluster’s pixel values are shown as in the 
original image and rest of the image is painted black. The 
brightest cluster is hematoma region and by further analysis of 
that cluster, the type of hematoma can be detected by its 
shape.  Finally, we compared the stability of a particular 
parameter choice over the set of images i.e. fixing cluster size 
k=3.Fuzzy C-Means and K-Means segmentation methods are 
much closer here, both performing significantly well on set of 
images with cluster size k=3.  

The fourth comparison performed was the computation 
time taken by each algorithm. Generally the computation time 
varies from processor to processor. In this study, we have 
used, i3 processor, MATLAB 7.3 with 1GB of RAM. On an 
average applying both the algorithms on number of images of 
same quality but hematoma of different types, K-Means 
clustering algorithm takes 2-3 seconds to perform and 
segments the image in prescribed number of clusters but 
Fuzzy C-Means clustering takes 1-3 minutes to perform 
segmentation, moreover this time increases with increasing the 
number of clusters.  

Table I: Parameters for comparing K-Means and Fuzzy C-Means Clustering 
Algorithm 

Segment
ation 

method 

Correct
-ness 
(CR) 

Complete
-ness 
(CM) 

Stability CPU 
time 

K-Means 95% 98% Stability 
decreases slowly 
with increasing 
no of clusters 

2-3 
sec 

Fuzzy  
C-Means 

75% 88% Stability 
decreases rapidly 
with increasing 
no of  clusters 

1-3 
min 

 

 
Figure 2: Segmentation of original brain CT scan image using K-Means 

having cluster size k=3 

 
Figure 3: Segmentation of original brain CT scan image using K-Means 

having cluster size k=4 

 
Figure 4: Segmentation of original brain CT scan image using K-Means 

having cluster size k=5 

 
Figure 5: Segmentation of original brain CT scan image using Fuzzy C-Means 

having cluster size k=3 

 

Figure 6: Segmentation of original brain CT scan   image using Fuzzy C-
means having cluster size k=4 
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Figure 7: Segmentation of original brain CT scan image using fuzzy C-Means 
having cluster size k=5 

IV. CONCLUSION 

It is very evident from the results that the performance of 
the K-Means algorithm is better than that of FCM for 
identification of hematoma in brain images because it gives 
clean clusters and segments the image correctly and 
completely.FCM produces close results to K-Means 
clustering, yet it requires more computation time because of 
the fuzzy measures calculations involved in the algorithm. 
Moreover a defuzzification step is required to get clean 
clusters. Both the algorithms are sensitive to initial number of 
clusters chosen,  therefore our future research can be directed 
towards the automatic detection of the exact  number of 
clusters from  intensity values in the original image and then 
applying K-Means clustering algorithm to get a correct, 
complete and stable segmented image of brain hematoma. 
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