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Abstract: The concept of data mining has now been developed in various disciplines to conduct excavations on a number of data so as to produce 
useful new information in the process of decision support. In this study discussed the application of data mining concepts of statistical data in the 
province of Banten - Indonesia to determine the level of development of an area or district. C.45 classification method used in this study to analyze 
statistical data and Banten province to develop an equitable application of the concept of web-based regional development. The final results of this 
study form a concept map applications web-based distribution of development that is able to analyze a number of statistical data that consists of four 
indicators, namely, human development index, education index, gross domestic income and the population so that applications can be developed to 
identify the two counties that still require special handling of the provincial government, namely Pandeglang and Lebak. The results of this 
identification that can be used as a reference for the head area of decision support to determine the future work program in relation to the distribution 
of development. 
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I. INTRODUCTION 

The concept of data mining is increasingly being used in 
various fields both in the application process technology and 
academic research as a method of processing data to determine 
the quality of graduate students an educational institution or, to 
determine the curriculum needs to be applicable in the future 
[1],[2],[3],[4],[5],[6]. In the health sector, data mining is widely 
used especially in the decision support process to determine the 
symptoms or certain types of diseases. This is done in order to 
improve health services in hospitals [7], [8], [9], [10], [11], 
[12], [13], [14].  

Data mining evolved in the field of internet and data stream 
mining to detect the presence of internet worms as well as 
online transactions are illegal [15],[16],[17],[18],[19],[20]. In 
the field of agriculture, the concept of data mining is used to 
perform classification of farmland and classification of plant 
species and attributes of the mushrooms [21], [22]. While in 
the field of transportation, data mining is used to manage 
scheduling system bus as it did in the southeastern U.S [23]. 

There are many other areas that are developed by adopting 
the concept of data mining, decision support systems and 
geographic information systems. For example, in the East 
Kutai Regency of Kalimantan, adopting the concept of data 
mining to support the performance of government employees 
to be more effective and efficient [24]. By looking at the 
development of data mining, research and develop data mining 
to analyze statistical data to determine the level of government 
distribution of development. 

II. LITERATURE REVIEW 

A. Concept Of Development: 
Development as a concept of political, economic and social 

development in the direct process of a nation's desired changes 
will involve all the thinking, science and technology. The 21st 
century is marked by rapid changes in various aspects of 
human life, as a result of the development of Information 
Technology. The implication, in the planned change effort, 
known as development, social and cultural issues, 
socioeconomic and political science will be merged in a single 
study that is in the realm of Sociology and Anthropology. 
Development issues not only refer to quality aspects, but also 
quantity. 

Development is defined as a series of measures planned and 
implemented by governments, agencies or international 
organizations; national or local is manifested in the forms of 
policies, programs, or projects, which are planned to change 
the ways of life or culture of a society so that citizens can live 
better or more prosperous than before the existence of such 
development [25]. 

B. Data Mining: 
Data mining is seen as a process of extracting and 

analyzing a set of data, usually in a large data size, to find a 
consistent pattern in the extract and gain knowledge of the 
rules is significant new information. Data mining refers more 
to the overall process of data collection and analysis, 
development of inductive learning and practical actions 
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subsequent decisions based on knowledge gained. On the 
concept of mathematical learning theory provided a variety of 
mathematical models that can be used for the analysis of the 
data mining process to generate new knowledge. 

Data mining process is divided into two main parts, 
namely, interpretation and prediction. Interpretation is more 
focused on identifying the patterns of data mining to obtain the 
rules and criteria are easy to understand. The resulting rules 
have to be original and important, especially in understanding 
the rules and the emergence of new knowledge resulting from 
the processing of data mining. While the prediction is to 
anticipate the value of a random variable so as to estimate the 
possibilities that will happen in the future. 

C. C4.5 Classification Method: 
C45 algorithm uses the fact that each data attribute can be 

used to make the decision to divide the data into smaller 
subsets. To make decisions, use the attribute with highest 
information gain. Attributes to be predicted is known as the 
dependent variable, because its value depends on, the values of 
all other attributes that help in predicting the dependent 
variable, known as independent variables in the dataset. 

C45 follows the decision tree algorithm follows a simple 
algorithm. To classify a new item, it first needs to make a 
decision tree based on the values of the attributes of the 
available datasets. Thus, every time I meet a set of items 
(training set) will identify the attributes of the clearest 
examples is based on the highest information gain. Now, if the 
data value of the ambiguity is not found, then the search will 
end at the branch and set it as the value of the goods. 

The following is the algorithm used in the C45 to construct 
a decision tree, select the attribute as the root, create a branch 
for each value, for cases in branch and repeat this process for 
each branch until all branches have cases in the same class. To 
select an attribute as the root based on the highest gain value 
from existing attributes. Formula used to calculate the gain as 
shown in the formula below: 
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Where: 
S : The set of case 
A : Attribute 
n : Number of Partition Attribute A 
| Si | : Number of Cases In The Partition - i 
| S | : Number of cases in S 
As for the calculation of entropy values, we can use the 

equation below: 
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Where: 
S: The set of case 
n: number of partitions S 
pi: The proportion of S 

III. DATA DEFINITION 

Instrument data used in this study are the data from the 
Central Statistics Agency (BPS) Banten Province who was 
taken in the period from 2002 to 2009 and has been classified 
in accordance with the needs of research. The indicator data are 
used as follows: 

a. Data Human Development Index (HDI), both the 
district and provincial levels of Banten. 

b. Education Index Data (EID), both the district and 
provincial levels of Banten. 

c. Gross Regional Domestic Product (GDP), both the 
district and provincial levels of Banten. 

d. The number of population, both the district and 
provincial offerings in accordance with the timeframe 
used in this study. 

The fourth data above serve as the test attribute is again 
classified into sub-attributes for each attribute that is in 
accordance with the specified criteria. 

IV. RESEARCH METHOD 

C4.5 classification method used in this study to analyze the 
statistical data Banten province. Before the analysis phase, 
there are steps included research done collecting and 
classifying data phase, phase analysis using the C45 
classification and stage of development, including software 
requirements analysis, design, coding to testing phase to some 
system functionality is developed. 

V. DESIGN SYSTEM 

In design system we will present the functionality of the 
system, hierarchy of the system and describes some example of 
design system of the application. 

A. Functionality of the System: 
In general, applications are developed to have the 

functionality of the system as follows: 
a) Function Login. 

This function is used by user applications to be included 
in the system to be used. 

b) Data Display Function Testing. 
This function is used to display test data obtained from 
the primary statistical data. 

c) Display Function Classification Rules. 
This function is used to display data classification rules 
that formed after a search of classification rules. 

d) Data Display Function Area Statistics 
This function used to display statistical data per district / 
region Banten province. 

e) Display functions of the Provincial Statistics 
This function is used to display statistical data Banten 
province, the data retrieved from the primary statistical 
data being entered or updated by the employee. 

f) Primary Data Management function 
This function is used to manage the primary data. 

g) District Info Data Management function. 
This function is used to manage data classification rules. 

h) Search Function Classification Rules. 
This function is used to manage and analyze data using 
data mining and J48 algorithm approach by supporting the 
decision which will generate new information 
classification rules based on the initial data (primary 
data). 

i) Function Testing Data. 
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This function is used to manage test data using the rules 
of classification training that has been previously 
established. 

j) User Configuration functions. 
This function is used to manage data user has access to 
the application. This function is intended only super user 
(decision maker). 

k)  The System Configuration functions. 
This function is used to manage application information, 
including, application name, logo, information the user's 
applications and so forth. 

l) Profile Change and Password function. 
This function is used to make changes to user data 
information and replacement Password. 

m) Exit function. 
This function is used to exit the application PKP2W. 

B. Hierarchy of System: 
Applications built consist of 17 hierarchies that start from 

P00 to P16. Each one shows the menu hierarchy in the system 
being developed, as shown in Figure 1 with a description of 
each code hierarchy is shown by Table 1. 

 

 
Figure 1 Hierarchy System 

Table 1 Hierarchy Code Information 

 Code Information 
P00 Menu Utama (Main Menu) 
P01 Login 
P02 Page Depan (Home) 
P03 Display Data Pengujian (Display Testing Data) 

P04 Display Aturan Klasifikasi (Display Classification Rules) 
P05 Display Data Statistik Wilayah (Display Area Statistic Data) 
P06 Display Data Statistik Provinsi (Display Province Statistic Data) 
P07 Penelusuran Aturan Klasifikasi (Classification Rule Search) 
P08 Testing Data (Data Testing) 
P09 Pengelolaan Data Primer (Management of Primary Data0 
P10 Pengelolaan Info Kabupaten (Management District Info) 
P11 Konfigurasi Sistem (System Configurations) 
P12 Konfigurasi User (User Configurations) 
P13 Ubah Profil dan Password (Profile and Password Edit) 
P14 Pencarian Data (Search) 
P15 Petunjuk Penggunaan (Help) 
P16 Keluar (Exit) 

 

C. Sample of Design System: 
This section presents an example of one design of the 

application developed. Figure 2 shows the view page to display 
data statistics of a region. 

Figure 2 is a plan view for the Data Display Area Statistics 
page whose function is to display the statistics of a region in 
the form of tables and graphs. 

 

 
 

Figure 2 Design of System 

VI. RESULT AND DISCUSSION 

A. C4.5 Classification Analysis: 
The next research step is to do the entire process of data 

mining to produce a number of data as primary data research 
and grouped into each of the three sub-attributes, namely, 
LOW, MEDIUM and HIGH. Primary data is then analyzed 
using a typology Klassen to determine the level of 
development of an area based on the indicator used. Results of 
analysis of a set of Klassen's typology of learning data will be 
analyzed using the C4.5 classification. 

Primary data has been obtained, represented in the form 
table for more detailed calculations. The initial step decision 
tree search begins by finding the value of the entropy and the 
gain of each attribute to look for the highest gain value as the 
initial node. To calculate entropy and gain value we can use 
equation (1) and (2). 

The first calculation results show that the highest gain value 
of the attribute is owned by POPULATION, which is equal to 
1.0882, so that it automatically POPULATION into the root 
node in this case. While the LOW and MEDIUM attribute 
value is automatically classify cases into one, so that by 
looking at the odds of cases against the main class, LOW has a 
decision FGA and MEDIUM has BRR decision. For attribute 
values HIGH, still requires the calculation again. While the 
decision tree as shown in figure 2. 

 

 
Figure 2 Calculation results of the decision tree node 1 
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Calculation of the gain and the entropy continues until no 
more could be done in accordance with the sequence search 
algorithm, so that the final decision tree to be like that shown in 
Figure 3. 

 

 
Figure 3 Decision tree node recent calculations 

From the results of this analysis are then built a web-based 
application to verify the analysis results with existing 
algorithms C45. Stages of application development is done by 
making the analysis and design of application systems, the 
need for coding functionality to the testing phase. The general 
picture of the system developed can be seen in the context 
diagram level 0 as follows (see figure 4): 

 

 
Figure 4 Context diagram of PKP2W 

B. Implementation Result: 
Applications built using the programming language PHP 

with MYSQL database. Interface design using the technique of 
cascading style sheets (CSS) and Macromedia Fireworks to 
handle some additional design, while writing code using 
Notepad + + tool. 

This section presents the results of the implementation of 
application development. Implementation will only show some 
of the views of the applications have been built like that on 
show in Figure 5, 6 and 7. 

Home page (see Figure 5) will appear if the user (both 
decision support and user) login process. It should be noted; 

that the menus are displayed on the Home will be different 
between the supporters of the decision by the user. The system 
has divided the menu into the specific access rights by type of 
user. 

 

 

Figure 5 Home Page (Page Depan) 

Data Display Area Statistics page (Page Data Statistik 
Wilayah) (see Figure 6) is a page that contains information on 
statistics of an area, either in table or graphical format. Data is 
displayed in the order of data. This page appears when a user 
(both the decision maker and the user) choose the Display Data 
Area Statistics menu in the menu on the left side. 

 

 
Figure 6 Data Display Area Statistic Page 

In order to display statistical data specific region, the user 
must select the name that will be displayed and then press the 
Show button (Tampilkan Data). 

Figure 7 shows the Training Data Testing Results Page on 
statistical data of an area of classification rules that form of 
analysis using C4.5. This page will be displayed on the 
category information of a region's level of development as well 
as recommendations in the future form of treatment. 
Recommended form of treatment is divided into three 
categories, namely Special Handling, Maximum and Minimum 
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Handling. In addition, this page will also feature profiles of the 
territory, along with the development of information HDI and 
GDP statistical data in graphical form. 

To display the test results, user must select the year and 
name of the data to be tested, followed by pressing the Run 
Tests Button (Jalankan Pengujian). 

 

 
Figure 7 Training Data Testing Results Page 

C. Testing Of Classification Rules To The Data Set: 
Tests on the training data is intended to determine the level 

of accuracy of the classification rules are formed through the 
search. In the first test, without random sampling, the accuracy 
values obtained for 77.78%. In the second testing training data 
taken over four years and obtained values of 75.00% accuracy. 
While the third test, by taking samples of the first three data for 
each year of data, obtained values of 94.44% testing accuracy. 
Last test for the second phase, carried out by taking the first 
four data for each year of testing data, the accuracy values 
obtained for 79.17%. From the test results can be seen that the 
level of accuracy reached 94.44% classification rules (see table 
2) 

Table 2 Table Test Data 
Number 
Testing Sum Data Score Percent 

accuracy 
I 36 28 77.78% 
II 24 18 75.00% 
III 18 17 94.44% 
IV 24 19 79.17% 

VII. CONCLUSION 

This study successfully developed a concept map 
application development distribution area (PKP2W) with the 
concept of data mining algorithm C4.5. Applications are 
developed to provide a specific treatment recommendation 
forms to the district according to the existing statistical data. In 
addition, the application is also able to identify the two 
counties that still require special handling, namely Pandeglang 
and Lebak 
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