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Abstract: Line segmentation is one of the important steps of OCR system. In this paper we have proposed a robust method for segmentation of 

individual text lines of Odia printed documents. Both foreground and background information are used for accurate line segmentation. We have 

tested our method on documents of Odia scripts as well as some multi-script documents and obtained encouraging result. This technique is based 

on the intensity of pixel values.  
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I. INTRODUCTION 

The goal of Optical Character Recognition (OCR) is 

automatic reading of optically sensed document text 

materials to translate human-readable characters to machine-

readable codes. Research in OCR is popular for its various 

applications potentials in banks, library automation post-

offices and defense organizations. Other applications 

involve reading aid for the blind, library automation, 

language processing and multi-media design.  

The OCR technology took a major turn in the middle of 

1950s with the development of digital computer and 

improved scanning devices. For the first time OCR was 

realized as a data processing approach, with particular 

applications for the business world. From that perspective, 

David Shepard, founder of the Intelligent Machine Research 

Co. can be considered as a pioneer of the development of 

commercial OCR equipment. Currently, PC-based systems 

are commercially available to read printed documents of 

single font with very high accuracy and documents of 

multiple fonts with reasonable accuracy. In Optical 

Character Recognition (OCR), the text lines in a document 

must be segmented properly before recognition.  

The organization of the rest of this paper is as follows: In 

Section 2, we have discussed properties of Odia scripts 

considered here. Section 3 details proposed approach, Input 

and Output of algorithm are displayed in Section 4. Finally 

in section 5, the paper is concluded. 

II. PROPERTIES OF ODIA SCRIPT 

Odia ( ଆ) is the most popular Indian script used in 

Odisha. Odisha is the ninth largest state by area in India, and 

the eleventh largest by population. In Odisha  Odia is 

the official and most widely spoken language with 93.33% 

Odia speakers according to linguistic survey. The complex 

nature of Odia alphabets consists of 268 symbols (13  

 

vowels, 36 consonants, 10 digits and 210 conjuncts) [1] 

among which around 90 characters are difficult to segment 

and recognize because they occupy special size [1]. 
 

 

Figure 1.1: 13 Odia Vowels 

 

Figure 1.2: 36 Odia consonants 

 

                           Figure 1.3: 10 Odia digits 

 

 

 

 

Figure 1.4: Some of the Odia Conjuncts 

A text line may be partitioned into three zones. The 

upper-zone denotes the portion above the mean line, the 

middle zone covers the portion of basic (and compound) 

characters below the mean line and the lower-zone is the 

portion below the baseline. An imaginary line, where most 

of the uppermost (lowermost) points of characters of a text 

line lie, is referred as mean line (baseline). Examples of 

zoning are shown in figure 2 [2]. 
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Figure 2. Different zones of an Odia text line. 

From statistical analysis of 4000 touching components, 

we note that 72% of the touching components touch at the 

upper part (near the mean line), 11% touch in the lower zone 

and 17% touch mainly in the lower half of the middle zone. 

Based on this statistical analysis and the structural shape of 

the touching patterns [2], we have designed the 

segmentation scheme.  

III. RELATED WORK 

Several techniques for text line segmentation are 

reported in the literature [7, 8, 9, 10, 11, and 13]. These 

techniques may be categorized into three groups as follows: 

(i) Projection profile based techniques, (ii) Hough transform 

based techniques, (iii) Thinning based approach. 

As a conventional technique for text line segmentation, 

global horizontal projection analysis of black pixels has 

been utilized in [4, 5, 6, and 7]. Partial or piece-wise 

horizontal projection analysis of black pixels as modified 

global projection technique is employed by many 

researchers to segment text pages of different languages [8]. 

In piecewise horizontal projection technique text-page 

image is decomposed into vertical stripes. The positions of 

potential piece-wise separating lines are obtained for each 

stripe using partial horizontal projection on each stripe. The 

potential separating lines are then connected to achieve 

complete separating lines for all respective text lines located 

in the text page image. Concept of the Hough transform is 

employed in the field of document analysis in many research 

areas as skew detection, slant detection, text line 

segmentation, etc. Based on Hough peaks, text lines can be 

separated and many pieces of earlier work can be available 

on it. 

Thinning operation also is used by researchers for text 

line segmentation from documents [12]. In [12], a thinning 

algorithm followed by post-processing operations is 

employed in the entire background region to detect the 

separating borderlines. Since the thinning algorithm is 

applied on entire background of text page to obtain 

separation lines, it requires post-processing to remove extra 

branches. 

IV. PROPOSED APPROACH 

In this approach we have collected the printed Odia 

pages from different site, books, magazines and newspapers. 

The printed document pages are scanned using a flat bed 

scanner at a resolution of 300 dpi and stored as gray scale or 

RGB image in jpg, png, or tiff formats. Before proceeding to 

the actual line segmentation steps, the first step is 

binarization, and the second step is skew detection and 

correction. Then the lines can be segmented properly. 

A. Binarization: 

A binary image is a digital image that has only two 

possible values for each pixel. Binary images are also called 

bi-level or two-level. This means that each pixel is stored as 

a single bit (0 or 1). A binary image is usually stored in 

memory as a two dimensional array. 

Image binarization converts an image of up to 256 gray 

levels to a black and white image. Frequently, binarization is 

used as a pre-processor before OCR. In fact, most OCR 

packages on the market work only on bi-level (black & 

white) images. The simplest way to use image binarization 

is to choose a threshold value, and classify all pixels with 

values above this threshold as 0, and all other pixels as 1. 

Global binarization and locally adaptive binarization are two 

popular types of binarization methods [3]. We have used 

threshold valueto convert the Odia document to its binary 

form is given in figure 3. 

 

Figure 3.1: Printed Odia Character 

0000000000000000000000000000000000000000 

0000000000000000000000000000000000000000 

0000000000000000000000000000000000000000 

0000000000000011111111110000000000000000 

0000000000011111111111111100000000000000 

0000000001111111111111111111100000000000 

0000000011111110000000111111110000000000 

0000000111111000000000000111111000000000 

0000001111100000000000000001111100000000 

0000011111000000000000000000111111000000 

0000111110000000000000000000011111000000 

0000111100000000000000000000001111100000 

0001111000000000000000000000000111110000 

0001110000000000000000000000000011110000 

0011110000000000000000000000000011111000 

0011110000000000000000000000000001111000 

0011110000000000000000000000000001111000 

0011110000000000000000000000000001111000 

0011110000000000000000000000000000111000 

0011110000000000000000000000000000111100 

0011110000111111000011111100000000111100 

0011111011111111100111111110000000111100 

0001111111111111111111111111000000111100 

0001111111100011111111000111100000111100 

0000111111000001111110000011110000111100 

0000111111000000111110000011110011000110 

0000011110000000111100000011110000000000 

0000011110000000111100000011110000000000 

0000011110000000111100000011110000000000 

0000011110000000111100000011110000000000 

0000011110000000111100000011110000000000 

0000011110000000111100000011110000000000 

0000001110000001111100000011110000000000 

0000001111000001111100000011110000000000 

0000001111100011111100000011110000000000 

0000000111111111111100000011110000000000 

0000000011111111111100000011110000000000 

0000000000111110011100000011110000000000 

0000000000000000011100000011110000000000 

0000000000000001111111000111111100000000 

0000000000000000000000000000000000000000 

0000000000000000000000000000000000000000 

Figure 3.2: Binary Odia Character 

B.       Skew estimation and correction: 

When a document is fed to the scanner either 

mechanically or by a human operator to get the digital 

image a few degree of skew is unavoidable. Skew angle the 

angle by which the image seems to be deviated from its 

perceived steady position is the image skew. Skew 

estimation and correction are important preprocessing steps 

of line segmentation approaches any documents Skew 
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correction can be achieved by (i) estimating the skew angle, 

and (ii) rotating the image by the skew angle in the opposite 

direction [3].  

C.       Line Segmentation Algorithm: 

In this section we used a robust algorithm for 

segmentation of individual text lines in Odia printed 

documents. Both foreground and background information is 

used here for accurate line segmentation. The Algorithm 

takes input as Odia text printed documents. The printed 

document is in the form of image file, like jpg, tiff or png 

formats. It produces the output as text line segment of Odia 

file. The Algorithm first read the image and then converts it 

in to gray scaled image. 

As we know the region between any two lines is white 

but the pixels present there are of different intensities. So 

here we assumed the pixel values ranging from 200 to 255 

as white pixels. As the gray scaled images are stored in the 

memory in the form of matrices and cell values of the matrix 

varies from 0 to 255, where zero signifies as black and 255 

as white. This Algorithm scans through the document and 

counts the white line between two successive text lines. 

Choose the candidate line as middle line of two successive 

text lines, and then replace that with black line. 

 

 

Figure 4.1 Printed Odia Document as Input 

Algorithm 

Step 1:  Read an Odia text document Image 

Step 2:  If it is an RGB Image then convert it into gray scale 

 image where the pixel values are from 0 to 255 

Step 3:  Store the value of gray scale pixel in a two 

 dimensional array I  

Step 4:  For each row of the matrix I do 

Step 5:  Count=0 

Step 6:  For each row of jth element do 

Step 7:  if I(i,j)>200 then 

Step 8:  Increment count by one 

Step 9:  end if 

Step 10: end for 

Step 11: if count value is equal to the sizeof row then 

Step 12: Increment line by one 

Step 13: Assign bline to zero 

Step 14: else if line>2 then 

Step 15: Increment bline by one 

Step 16: if bline==1 then 

Step 17: for each cell of the row do 

Step 18: Fill the black points at the middle of two Odia line 

Step 19: end for 

Step 20: Assign line to zero 

Step 21: end if     

Step 22: else 

Step 23: Increment bline by one 

Step 24: end if 

Step 25: end for 

 

 

Figure 4.2 Text Line Segmented Image 

V. CONCLUSIONS 

In Optical Character Recognition (OCR), the text lines in 

a document must be segmented properly before recognition. 

Line segmentation is the preliminary and essential 

requirement of OCR systems.  In this paper we segmented 

individual Odia text line accurately. The experiment can be 

further extended to character segmentation and then 

character recognition through feature extraction. 
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