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Abstract: Wireless Sensor Networks (WSNs) consist of small nodes with sensing, computation, and wireless communications capabilities. Many 
routing, power management, and data dissemination protocols have been specially designed for WSNs where energy awareness is an essential 
design issue  In this paper, we present a survey of routing techniques in WSNs. We first explain general issues of wireless sensor networks. Then 
we outline different perspectives on classification of wireless sensor network routing protocols. After that we cite different routing protocols and 
their features. Some comparison between two or more of them is also shown in form of figures and tables. We also highlight the advantages and 
disadvantages of each routing technique. 
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I. INTRODUCTION 

Wireless sensor networks have become the subject of 
intense research with recent progress in development of tiny 
processing and sensor systems [2]. One of the most 
motivating applications of sensor networks is in 
environmental monitoring systems. Generally, in these 
systems sensor nodes are distributed in the environment 
(which is insecure in most of the times), transmitting data to 
one or multiple data collection bases (sink nodes), which 
prepare data for system users or analytical applications [2].  

Figure 1 shows a sample sensor network, and its 
different usages. In monitoring systems, several 
characteristics and scenarios can be defined. For instance in 
health care monitoring, the reliability and availability of the 
system has a high priority. Such systems must guarantee the 
delivery of event notification messages in a timely manner 
so that no critical message is missed [4]. On the other hand, 
in non-critical systems such as weather condition 
monitoring, increasing the life-time of the system is mostly 
desirable, while it is endurable to decrease the performance 
of the network in a reasonable manner. 

One of the most challenging issues is designing routing 
protocols and algorithms for sensor. Different factors should 
be taken into the consideration in such while designing these 
protocols. For instance, due to energy constraints in tiny 
wireless systems, it is important to evenly distribute the 
energy consumption across the distributed system in order to 
increase the total life time of the network [6]. It is possible 
to address this issue in several layers of the design. Another 
factor is delivery time, which is very important in critical 
systems. In this paper we have first introduced the general 
issues of wireless sensor network such as general 
architecture of the nodes and their requirement in chapter 2.  

After that, in chapter 3 we have cited different 
perspective of wireless sensor network protocol 
classification. In chapter 4, we have introduced different 
routing protocols of WSN, and explained about the most 

important ones. Finally chapter 5 contains the conclusion of 
the paper. 

 

Figure 1: A sample sensor network, and its usages 

II. GENERAL INFORMATION 

A. Architecture: 
Sensor networks are mainly use for collecting 

information. They are made of hundreds or thousands of 
nodes. These nodes are disposable and can be used inn 
different environments. They are cheap but a main concern 
is the security issues. They have limited computational 
capability and also limited in power resources. These nodes 
may not have a unique ID [7]. In most cases, these nodes are 
stationary. Sensor network node main components and their 
relations are shown in the figure below: 

 

 

Figure 2: General architecture of sensor nodes 
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B. Implementation:  
These nodes are implemented in different size and 

shapes. In figure 3 some of these nodes are shown, which 
the first one from the left is implemented by MIT university, 
second and third ones are implemented by Berkley, and the 
forth one by UCLA university. Wireless sensor networks 
use the standard IEEE 802.15.4 for their communications, 
which is a low bandwidth standard, suitable for low data 
rates, and consumes a very low power for transmission. In 
most cases, they do not have a structured topology[8]. 

 

Figure 3: Sample sensor nodes 

C. Requirements: 
To put it in brief, we have made a short and summarized 

list of sensor network requirements. These requirements are 
as follow: 

a. Varying Network Size  
b. Inexpensive Nodes Equipment 
c. Long Lifetime (Power)     
d. Load-Balancing 
e. Self-Organization 
f. Re-tasking and Querying Capability  
g. Sensible Data Aggregation 
h. Consolidation of Redundant Data 
i. Application Awareness   

j.  Communication for Computation 
k. Possible Mobility  

These requirements are very important since they are the 
basis of routing protocols design. In fact routing protocols 
try to meet these requirements so that the overall 
performance of the networks increases to an acceptable 
range [6,9]. In another words, routing protocols are judged 
on the basis of this factors. 

III. ROUTING PROTOCOLS CLASSIFICATION 

In this chapter we make a clear classification of different 
routing protocols. The routing protocols can be classified 
with different perspectives. Here we try to cover different 
perspectives and explain about each.  

A. Route Computation: 
In the first perspective we divide the protocols in three 

different groups: proactive, reactive, and hybrid. Proactive 
protocols are those which first compute all routes, and then 
start routing. Reactive protocols compute routes on demand 
[13]. And the final one is a mixture of two previous 
categories. Hybrid protocols compute routes at first, but they 
improve the computed rout while routing.  

B. Communication with sink: 
In another perspective we divide the routing protocols 

into direct, flat, and hierarchical categories. Direct protocols 
are those which allow the node to communicate with the 
sink directly. These kinds of protocols are suitable for small 
scale networks. An outstanding feature of these protocols is 
fast drainage. The other category is named flat (or 
sometimes called as equal) which is base on random indirect 
route. This category is suitable for medium scale networks 
[3,14]. Protocols of this category encounter a fast drainage 
around the sink. In hierarchical category (which is also 
called hierarchical) the routing is done through distinguished 
nodes. Table 1 shows a comparison between flat and 
hierarchical routing 

Table 1: A comparison between flat and hierarchical routing 

Hierarchical routing Flat routing 
Reservation-based scheduling Contention-based scheduling 
Collisions avoided Collision overhead present 
Reduced duty cycle due to periodic sleeping Variable duty cycle by controlling sleep time of nodes 
Data aggregation by clusterhead Node on multipath aggregates incoming data from neighbors 
Simple but non optimal routing Routing can be made optimal but with an added complexity 
Requires global and local synchronization Links formed on the fly without synchronization 
Overhead of cluster formation throughout the network Routes formed only in regions that have data for transmission 
Lower latency as multiple hops network formed by clusterheads always 
available 

Latency in waking up intermediate nodes and setting up the multipath 

Energy dissipation is uniform Energy dissipation depends on traffic patterns 
Energy dissipation can not be controlled Energy dissipation adapts to traffic pattern 
Fair channel allocation Fairness not guaranteed  

 

C. Location Information: 
Considering the location information, the routing 

protocols are divided into three groups: location aware, 
location less, and mobility aware [15]. In location aware 
protocols, each node knows its location, while in location 
less protocol the location of the node is not important. In 

mobility aware protocols nodes may move. It means, the 
sink source, or even the entire network may change its 
location.  

D. Message Passing: 
 
Routing protocols can be also analyzed in terms of the 

way they send a message. They can take three procedures:  
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unicast, multicast, and broadcast [17]. In unicast 

protocols we have one-to-one message passing. It means 
that we have only on receiver in each communication. In 
multicast protocols the receivers are more that one. Once a 
node transmits a message, all of its neighbors receive it. It’s 
actually a kind of local broadcast communication [6]. In 
broadcast protocols the transmitted message is received by 
all the nodes in the network. In another word, sender sends 
its message to everyone.  

E. Query Model: 
Another perspective is perspective of query model. 

There are again three categories for this perspective: 
historical, on-time, and persistent [17]. In historical queries, 
there is an analysis of historical data. For example you can 
investigate about the watermark which was sold two hours 
ago in Canada. On-time queries use snapshot views. For 
example you can ask about the watermark in Canada. 
Finally by persistent queries you can have a monitoring over 

the time, For instance asking about the water mark in 
Canada for next four hours. 

F. Core Mentality: 
The final and the most important perspective is about the 

core mentality that the protocol is based upon. In this 
viewpoint, networks can be classified as data-centric, 
hierarchical, location-based, or QoS-base [4,23].  
a. Data-Centric Protocols: In data-centric protocols, the 

sensor nodes broadcast an advertisement for the 
available data and wait for a request from an interested 
sink. Flooding is a simple technique that can be used to 
broadcast information in wireless sensor networks 
[43]. A derivation of flooding is gossiping, in which 
nodes do not broadcast. Instead, they send the 
incoming packets to a randomly selected neighbor. 
Here, we have mentioned some of these protocols, but 
only in a brief review. These protocols will be 
explained more detailed in next chapters.

Table 2 : An overview of data-centric protocols 
Name Goal Basis More info 
Cougar[29] Providing a user and 

application program with 
declarative queries of 
sensed data generated by 
the source sensors 

Based on a query layer in which every sensor is 
associated with a query proxy that lies between 
the network layer and application layer  

More beneficial if a set of sensed data 
could be aggregated or fused into a single 
one that is more representative 

Directed Diffusion[25, 26] Energy efficiency, 
scalability and robustness 

Data naming, interests, and gradients Suitable for sensor query dissertation and 
processing 

Rumor routing[28] Establishing a logical 
compromise between 
query flooding and event 
flooding app scheme 

Based on the concept of agent, which is long-
lived packet which informs each sensor about 
the events that it has learned during traversing 

It s efficient when the number of queries is 
between the two intersection points of the 
curve of the rumor routing with those of 
query flooding and event flooding 

EAD(Energy-Aware Data-
centric routing) 

Attempts to construct a 
broadcast tree that 
approximates an optimal 
spanning tree with 
anonymous number of 
leaves 

A virtual backbone which is composed of 
active sensors that are responsible for in-
network data processing and traffic 
relaying[51] 

Energy aware. Helps extending the network 
lifetime 

ACQUIRE(Active Query 
Forwarding In Sensor 
Networks)[31] 

Providing superior query 
optimization to answer 
specific types of queries 
called one-shot complex 
queries for replicated 
data 

Base don several sub queries for which several 
simple responses are provided by several 
relevant sensors 

Used for querying named data. Allows a 
sensor to inject an active query in a 
network 

 
b. Hierarchical Protocols: Hierarchical protocols are 

based on clusters because clusters can contribute to 
more scalable behavior as the number of nodes  
 

 
increases, provide improved robustness, and facilitate 
more efficient resource utilization for many distributed 
sensor coordination tasks. Table 3 shows some of these 
protocols

Table 3 : An overview of Hierarchical protocols 

Name Goal Basis More info 
PEGASIS(Power-Efficient 
Gathering in Sensor 
Information Systems ) 

Increasing lifetime of the 
network 

chain construction is performed in a greedy 
way avoids cluster formation and uses only 
one node in a chain to transmit to the 
BS (sink)  

An extension of the LEACH protocol. 
PEGASIS is able to increase the lifetime 
of the network twice as 
much the lifetime of the network under 
the LEACH protocol 

LEACH(Low-energy 
adaptive clustering 
hierarchy)[32,35] 

Reducing power consumption based on an aggregation (or fusion) 
technique that combines or aggregates the 
original data into a smaller size of data that 
carry only meaningful information to all 
individual sensors 

LEACH(Low-energy adaptive clustering 
hierarchy)[32,35] 
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HEED(Hybrid, Energy-
Efficient Distributed 
Clustering) 

Four primary goals namely (i) 
prolonging network lifetime 
by distributing energy 
consumption, (ii) 
terminating the clustering 
process within a constant 
number of iterations, (iii) 
minimizing control overhead, 
and (iv) producing well-
distributed CHs and compact 
clusters 

extends the basic 
scheme of LEACH by using residual energy 
and node degree or density as a metric for 
cluster selection to achieve power balancing 

operates in multi-hop networks 

TEEN(Threshold Sensitive 
Energy Efficient Sensor 
Network Protocol) 

Minimizing energy 
consumption 

TEEN uses a data-centric method with 
hierarchical approach 

useful for applications where the users 
can control a trade-off between energy 
efficiency, data accuracy, and response 
time dynamically. 
suitable for time critical sensing 
applications 

APTEEN(Adaptive Periodic 
Threshold Sensitive Energy 
Efficient Sensor Network 
Protocol) 

Both 
capturing periodic data 
collections (LEACH) and 
reacting to time-critical events 

TEEN uses a data-centric method with 
hierarchical approach 

supports three different query types 
namely (i) historical query, to 
analyze past data values, (ii) one-time 
query, to take a snapshot view of the 
network; and (iii) 
persistent queries, to monitor an event for 
a period of time 

Energy Efficient 
Homogenous Clustering 
Algorithm for Wireless 
Sensor Networks 

Minimizing energy 
consumption 

ensuring a homogeneous 
distribution of nodes in the clusters 

The emphasis is to 
increase the life span of the network by 
ensuring a homogeneous distribution of 
nodes 

 

c. Mobility-Based Protocols: 
In mobility based protocols, the forwarding decision by a 

node is primarily based on the position of a packet's 
destination and the position of the node's immediate one hop 

neighbor. These neighbors are updated dynamically and thus 
nodes chain toward sink changes in periods [18]. In these 
protocols the position of the destination is contained in the 
header of the packet. 

Table 4 : An overview of Mobility-Based protocols 

Name Goal Basis More info 
Dynamic Proxy Tree-Based 
Data Dissemination[39] 

was proposed for maintaining a 
tree connecting a source sensor to 
multiple sinks that are interested 
in the source 

stationary sensors and several mobile 
hosts, called sinks 

Because of target mobility, a source may 
change and a new sensor closer to the 
target may become a source. 

Data MULES Based 
Protocol 

proposed to address the need of 
guaranteeing cost-effective 
connectivity in a sparse network 
while reducing the energy 
consumption 

a three-tier architecture based on 
mobile entities, called mobile 
ubiquitous LAN extensions (MULE). 

they deplete their energy slowly and 
uniformly. it has low infrastructure cost, 
Because of the direct communication 
between the source sensors and the 
MULES, but may introduce an undesirable 
delay in reporting the sensed data 

SEAD(Scalable Energy-
Efficient Asynchronous 
Dissemination)[37] 

was proposed to trade-off 
between minimizing the 
forwarding delay to a mobile 
sink and energy savings 

Three main components namely 
dissemination tree (d-tree) 
construction, data dissemination, and 
maintaining linkages to mobile sinks. 

can be viewed as an overlay network that 
sits on 
top of a location-aware routing protocol. 

d. QoS-based protocols: 
In sensor networks, different applications may have 

different quality-of-service (QoS) requirements in terms of 
delivery latency and packet loss. Thus, network protocol 

design should consider the QoS requirements of specific 
applications [19]. In QoS-based protocols, these 
requirements are the basis of protocol implementation. We 
have listed some of these protocols in table 5.

  
Table 5 : An overview of QoS-Based protocols 

Name Goal Basis More info 
SPEED[44] soft real-time end-to-end guarantees. 

strive to ensure a 
certain speed for each packet in the 
network 

Requires each node to maintain information 
about its neighbors and uses geographic 
forwarding to find the paths. 

can provide  congestion avoidance 

Sequential Assignment 
Routing(SAR) 

Striving to achieve energy efficiency 
and fault tolerance. 

Routing decision in SAR is dependent on 
three factors: energy resources, QoS on 
each path, and the priority level of each 
packet [58, 
60, 44]. 

Failure recovery is done by 
enforcing routing table 
Consistency between upstream 
and downstream nodes on each 
path. 
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Energy-Aware QoS Routing 
Protocol[46] 

finding a least cost and energy 
efficient path that meets certain end-
to-end delay during 
the connection. 

Real time traffic is generated by imaging 
sensors. 

In order to support both best effort 
and real-time traffic at the same 
time, a class-based queuing model 
is employed. 

 
To have a better understanding of routing protocols 

classification, we have named some typical routing 
protocols in figure 4, and have shown the category they  

 
 

belong to. In the next chapter we will explain these 
protocols and then we will discuss about their security 
issues\ 

 
Figure 4: Views in brief 

IV. ROUTING PROTOCOLS 

We have lots of different routing protocols in wireless 
sensor networks. Each of these routing protocols has a 
specific procedure for itself, and tries to optimize on of the 
criteria, such as energy conception, delivery time, delay, 
load on the network, or a lot of other things. In previous 
chapter we cited some of these protocols, their goal, the 
basis of their function, and some extra information about 
each. In this chapter, we explain more about these protocols, 
and in some cases we also make a comparison between two 
or more of them. 

A. LEACH (Low Energy Adaptive Clustering 
Hierarchy): 

LEACH is a self organizing algorithm in which cluster 
heads elect themselves. Current implementation of LEACH 
is based on random round robin, but in future power based 
probability will be used in order to increase the overall 
network lifetime. In LEACH, nodes die in random. It causes 
a uniform expansion of died nodes all over the network. In 
this protocol, sink is stationary, and coordination is localized 
[21]. LEACH is based on an aggregation (or fusion) 
technique that combines or aggregates the original data into 
a smaller size of data that carry only meaningful information 
to all individual sensors [57]. LEACH is completely 
distributed and requires no global knowledge of network.  

LEACH clustering terminates in a finite number of 
iterations, but does not guarantee good CH distribution and 
assumes uniform energy consumption for CHs. Another 

problem of LEACH is Hot spot problem. It means Nodes on 
a path from an event-congested area to the sink may drain.  

This protocol is not adequate for time-critical 
applications. Basic algorithm of leach assumes that any node 
in the network can communicate with the sink. In this 
situation this protocol could be applied for only small scale 
networks. Setup phase of leach is subdivided into three 
phases: advertisement, cluster set-up, and schedule creation. 
In LEACH everyone uses the same channel, but different 
clusters use different CDMA codes. Cluster heads can 
communicate with the sink and they can also form a 
hierarchical clustering.  

 
Figure 5: A LEACH-protocol-using network 

B. ELEACH  (Enhanced Low-Energy Adaptive 
Clustering Hierarchy) [4]: 

E-LEACH [4] further improved LEACH in two major 
aspects. E-LEACH proposes a cluster head selection 
algorithm for sensor networks that have non-uniform 
starting energy level among the sensors. However, this 
algorithm assumes that sensors have global information 
about other sensors [31]. E-LEACH also determines that, 
under certain assumptions, the required number of cluster 
heads has to scale as the square root of the total number of 
sensor nodes to minimize the total energy consumption. 
Other aspects of E-LEACH are the same as LEACH. 

C. PEGASIS (Power-Efficient Gathering in Sensor 
Information Systems): 

PEGASIS [47] is an extension of the LEACH protocol, 
which forms chains from sensor nodes. The chain 
construction is greedy. When a sensor fails or dies (for 
example because of power depletion), the chain is 
reconstructed according to the greedy approach. The data is 
gathered and moves from node to node, aggregated and 
eventually sent to the base station In PEGASIS, nodes and 
sink are stationary, and every node has a global network 
map. Each node fuses its data with the rest, and leader 
transmits them to the sink [49]. PEGASIS is able to increase 
the lifetime of the network twice as much the lifetime of the 
network under the LEACH protocol, due to the avoidance of 
overhead. Although the clustering overhead is avoided, 
PEGASIS still requires dynamic topology adjustment since 
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a sensor node needs to know about energy status of its 
neighbors [52]. Another drawback is that in PEGASIS 

information travels through many nodes. Figure 6 shows the 
advantage of PEGASIS over LEACH.

 

 
Figure 6: Advantages of PEGASIS over LEACH 

D. TEEN (Threshold sensitive Energy Efficient 
Sensor Network): 

TEEN is a LEACH based clustering protocol which uses 
smart data transmission and thus saves power. TEEN has the 
ability of dynamic node reconfiguration. This protocol is 
suitable for time-critical applications. It is also useful for 
applications where the users can control a trade-off between 
energy efficiency, and data accuracy. One drawback in 
TEEN is that cluster heads need to listen constantly [47]. It 
is also incapable of distinguishing dead nodes. TEEN is not 
suitable for sensing applications where periodic reports are 
needed since the user may not get any data at all if the 
thresholds are not reached.  

E. APTEEN (Adaptive Periodic Threshold-sensitive 
Energy Efficient Sensor Network): 

APTEEN is an improved version of TEEN protocol. It 
has more flexible, logical timeslots. It has all features of 
TEEN. APTEEN supports multi-type queries. It means all 
three types of queries that were mentioned earlier 
(Historical, one-time, and persistent queries) can be use 
here. It is a hybrid clustering-based routing protocol that 
allows the sensor to send their sensed data periodically and 
react to any sudden change in the value of the sensed 
attribute Contrary to TEEN, APTEEN can distinguish dead 
nodes, but its power management is not as good as TEEN 
[57].  

F. SPIN (Sensor Protocol for Information via 
Negotiation): 

SPIN protocols are based on two key mechanisms 
namely negotiation and resource adaptation. This protocol 
needs only localized information. Two main aspects of this 
protocol are SPIN-PP (Point-to-Point Communication), and 
SPIN-BC (Broadcast Communication). SPIN-PP uses a 
negotiation mechanism to reduce the consumption of the 
sensors, while uses a resource-aware mechanism for energy 
savings [33]. In SPIN-PP Data is described by meta-data 
ADV messages. It means when a node has data to send, it 

first sends a message to its neighbors. If neighbor is ready to 
receive, it sends REQ. on reception, node responds by 
sending its data. In a lossy network ADV may be repeated 
periodically if no REQ be received. SPIN-BC solves this 
problem by waiting a random interval in no REQ was 
received.   SPIN-BC also improves SPIN-PP by using one-
to-many communication instead of many one-to-one 
communications [37]. It is a three-stage handshake protocol 
for broadcast transmission media. While the family of SPIN 
protocols applies to lossless networks, it can be slightly 
updated to apply to lossy or mobile networks. The main 
drawbacks of this protocol are continuous data update 
(which is unnecessary in many cases), unclear network 
lifetime, and its inadequacy for large scale networks [37]. 

G. Directed Diffusion: 
Directed Diffusion is hybrid data centric routing protocol 

which uses localized interaction. It meets the main 
requirements of WSNs such as energy efficiency, 
scalability, and robustness. Directed diffusion has several 
key elements namely data naming, interests and gradients, 
data propagation, and reinforcement [46]. The main 
drawbacks of this protocol are Hotspot problem near the 
sink, periodic broadcast of interest (which leads in reduction 
of network lifetime), and complex data aggregation. 

 
Figure 7: A directed-diffusion-using network 
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H. MCF (Minimum Cost Forwarding): 
MCF tries to reduce cost from node to sink on optimal 

path. It first broadcast ADV message, and gets answers from 
all sinks. Then it creates cost-fields according to answers. In 
the next step, it calculates back-off timer proportional to 
cost per each node [39]. MCF takes advantage of localized 
communications. There is no load balancing in MCF. It has 
a high time complexity, and large cost tables, but it is 
reduces as the time passes. Figure 8 illustrates the cost. 

 
Figure 8: Reduction of cost of MCF, over time 

I. TTDD (Two-Tier Data Dissemination): 
TTDD uses a grid structure clustering, and also 

stationary location-aware nodes. It does not support sensor 
mobility [60]. Each node should be aware of its location 
information. TTDD builds grid using greedy algorithm. The 
biggest problem in TTDD is that grid nodes may drain.  

J. Rumor Routing:  
Rumor routing is a logical compromise between query 

flooding and event flooding application schemes [28]. There 
is no need for a shortest path in RR routing protocol. 
Movement on the net is done by several agents, trying to 
walk straight. Every node maintains lists of neighbors and 
events (how to get to the reporting node). The main 
drawback from Rumor routing protocol is that it does not 
guarantee the delivery. Therefore, when the agent 
encounters a sensor on its path, it synchronizes its event list 
with that of the sensor it has encountered. Also, the sensors 
that hear the agent update their event lists according to that 
of the agent [44]. 

K. TBF (Trajectory-Based Forwarding) [14]: 
TBF is suitable for those networks which are sufficient 

enough and have coordinate systems like GPS so that each 
node can fine its location and also its neighbors location. 
When a node receives information, it makes a greedy search 
to find next hop that is closest to the trajectory fixed by the 
source sensor. It is also possible to implement multipath 
routing in TBF to increase the reliability of the network 
[55]. TBF can be used for different purposes. The most 
common usages are flooding, resource discovery, network 
management, and securing the perimeter of the network. 

L. GeRaF (geographic Random Forwarding) [18]: 
GeRaF is a routing protocol in which a sensor acting as 

relay is not known a priori by a sender. GeRaF is known as 
a best-effort delivery protocol, since there is no guarantee 
that a node can sent its data to the destination. In GeRaF 
sensors are not required to keep track of the locations of 
their neighbors and their awake-sleep schedules. When a 
source sensor has sensed data to send to the sink, it first 
checks whether the channel is free in order to avoid 
collisions. If the channel remains idle for some period of 
time, the source sensor broadcasts a request-to-send (RTS) 
message to all of its active (or listening) neighbors [21]. 

When active neighboring sensors receive the RTS message, 
they assess their priorities based on their locations and that 
of the sink. The source sensor waits for a CTS message from 
one of the sensors located in the highest priority region. This 
process continues till the source receives the CTS message 
[22]. Then, the source sends its data packet to the selected 
relay sensor. 

M. PSGR (Priority-Based Stateless geo-Routing 
Protocol: 

In PSGR sensor nodes are able to locally determine their 
priority to serve as the next relay node using dynamically 
estimated network density [64]. This effectively suppresses 
potential communication collisions without prolonging 
routing delays. PSGR also overcomes the communication 
void problem using two alternative stateless schemes, 
rebroadcast and bypass. PSGR is based on two important 
concepts: a) dynamic forwarding zone formation based on 
the sensor node density estimated on-the-fly, and b) 
autonomous acknowledgement. PSGR is known to be more 
effective than GeRaF when we have a low speed network. 
Figure 9 shows a comparison between GeRaF and PSGR. 
As it can be seen, PSGR is more efficient than GeRaF, in all 
the scenarios. In bypass mode, PSGR passes the void region 
as it reaches one. 
 

 
 

 
Figure 9: Comparison of PSGR and GeRaF 

N. MECN (Minimum Energy Communication 
Network) [19]: 

MECN tries to achieve minimum energy for randomly 
deployed ad hoc networks, which attempts to set up and 
maintain a minimum energy network with mobile sensors. It 
is self-reconfiguring protocol and maintains network 
connectivity. For a stationary network, MECN constructs a 
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sparse graph in the first phase. This graph has a directed 
path from each sensor to the sink and consumes the least 
total power among all graphs having directed paths from 
each sensor to the sink [58]. The main drawback from this 
protocol is that it suffers from a severe battery depletion 
problem when applied to static networks. In other word, this 
protocol works in such a way that a sensor use the same 
neighbor to transmit its data, and so this neighbor dies in a 
short period. This problem could be solved by applying a 
dynamic topology [63]. 

O. SMECN (Small Minimum-Energy 
Communication Network) [20]: 

SMECN [20] is a routing protocol proposed to improve 
MECN, in which a minimal graph is characterized with 
regard to the minimum energy property. In SMECN 
protocol, every sensor discovers its immediate neighbors by 
broadcasting a neighbor discovery message using some 
initial power that is updated incrementally [11]. In SMECN 
protocol, every sensor discovers its immediate neighbors by 
broadcasting a neighbor discovery message using some 
initial power that is updated incrementally. As it can be 
implied from the name, SMECN tries to find the lowest 
possible amount of energy that nodes can communicate with 
each other [30].  

P. Cougar [29]: 
Cougar works in such a way that the user does not know 

which sensors are contacted, how sensed data are processed 
to compute the queries, and how final results are sent to the 
user. In other words, it provides a user and application 
programs with declarative queries of the sensed data 
generated by the source sensors [29]. Cougar also employs 
in-network processing to reduce the total energy 
consumption, and it is more beneficial if a set of sensed data 
could be aggregated or fused into a single one that is more 
significant to the user. 

Q. GEAR (Geographic and Energy-Aware Routing) 
[27]: 

GEAR is an energy-efficient routing protocol. In GEAR, 
the sensors are supposed to have localization hardware 
equipment, like GPS. They also should know about their 
remained energy as well as the locations and remained 
energy of each of their neighbors. GEAR uses a recursive 
geographic forwarding algorithm to disseminate a packet 
inside the target region. 

R. BVGF (Bounded Voronoi Greedy Forwarding) 
[49]: 

BVGF uses the concept of Voronoi diagram in which the 
sensors should be aware of their geographical positions. In 
this type of greedy geographic routing, a sensor will always 
forward a packet to the neighbor that has the shortest 
distance to the destination. In BVGF, each sensor has only 
one next hop to forward its Data [56]. So any data 
dissemination path will always have the same chain of the 
next hops. So this protocol suffers from battery power 
depletion severely, and this is the main drawback of this 
protocol. 

S. HEED (Hybrid, Energy-Efficient Distributed 
Clustering) [50, 52]: 

HEED extends the basic scheme of LEACH by using 
residual energy and node degree or density as a metric for 
cluster selection HEED was proposed with four primary 
goals namely (i) prolonging network lifetime by distributing 
energy consumption, (ii) terminating the clustering process 
within a constant number of iterations, (iii) minimizing 
control overhead, and (iv) producing well-distributed CHs 
and compact clusters. The HEED clustering improves 
network lifetime over LEACH.  

T. Data MULES Based Protocol [54]: 
Data MULE based was proposed to address the need of 

guaranteeing cost-effective connectivity in a sparse network 
while reducing the energy consumption of the sensors. The 
MULE stands for Mobile Ubiquitous LAN Extension, which 
is a three-layer architecture for mobile entities [71]. The 
MULE architecture helps the sensors save their energy as 
much as possible and thus extend their lifetime, but it may 
cause an unacceptable delay in reporting sensed data, and 
thus may not be practical. 

 
Figure 10: A three layer architecture 

U. SEAD (Scalable Energy-Efficient Asynchronous 
Dissemination) [37]: 

SEAD [37] is self-organizing protocol in which source 
sensor reports its sensed data to multiple mobile sinks and 
consists of three main components referred to as 
dissemination tree construction, data dissemination, and 
maintaining linkages to mobile sinks.  

V. Sequential Assignment Routing (SAR) [55]:  
SAR is a table driven multi-path approach to achieve 

energy efficiency and fault tolerance. It Creates trees rooted 
at one hop neighbors of the sink, and then forms multiple 
paths from the sink to sensors. It has a Local Failure 
Recovery approach. It selects one of the paths according to 
the energy resources and QoS on the path [55]. SAR is one 
of the first routing protocols for WSNs that introduces the 
notion of QoS in the routing decisions. Simulation results 
have shown that SAR offers less power consumption than 
the minimum-energy metric algorithm, which focuses only 
the energy consumption of each packet without considering 
its priority[17]. But the main drawback from this protocol is 
its high overhead to maintain tables and states at each 
sensor. 

V. CONCLUSION 

Routing in sensor networks is a new area of research, 
with a limited, but rapidly growing set of research results. In 
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this paper, we presented a comprehensive survey of routing 
techniques in wireless sensor networks which have been 
presented in the literature. They have the common objective 
of trying to extend the lifetime of the sensor network, while 
not compromising data delivery. First we mentioned 
different perspectives of protocol classification, and 
explained that wireless sensor network routing protocols are 
classified based on different perspectives into some 
categories, such as direct, flat, hierarchical, or routing 
persistent, on-time and so on. Then we explained different 
routing protocols, and highlighted the features of each. We 
also explained the main procedures of their implementation. 
Meanwhile, some comparisons between some of these 
routing protocols are shown in forms of figures and tables. 
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