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Abstract: Sorting algorithms are the very important data structure operation. As we have millions or trillions of data stored in our memories, it is 

very difficult of us to find a specific required data. To sort data is to arrange them in ascending or descending order so as the searching, locating 

or arranging of data becomes easy. Every sorting has some advantages and some disadvantages, like wise each sorting algorithm takes different 

time to sort the data. In this research paper we compared various sorting algorithm in respect to their execution time. The efficiency of every 

algorithm varies with the number of input and we have compared the efficiency of algorithm so that we can could which algorithm is best to use 

based on the load. The sorting algorithms are evaluated in JAVA. 
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1. Introduction 

 

Sorting is an important aspect of data structures and algorithms, 

they exist in a variety of forms but the well-known among 

them are of 5 major types which are being focused in this 

paper. It is important to investigate the behaviour of these 

algorithms on different number of inputs as they work 

differently depending on number of inputs supplied [1]. This 

comparative study will advance the level of under sting on 

these algorithms. The constraint we focus here is the number 

and variety of input supplied to the different sorting algorithms. 

 

2. Different Types of Sorting Algorithm 

 

Different types of sorting are viz selection sort, Insertion sort, 

Bubble Sort, Merge Sort and heap sort along with their 

complexities are briefly described below. 

2.1 Selection Sort 

Selection sort is an in-place comparison-based algorithm in 

which the list is divided into two parts, the sorted part at the 

left end and the unsorted part at the right end [2]. Initially, the 

sorted part is empty and the unsorted part is the entire list. The 

smallest element is selected from the unsorted array and 

swapped with the leftmost element, and that element becomes a 

part of the sorted array. This process continues moving 

unsorted array boundary by one element to the right. This 

algorithm is not suitable for large data sets as its average and 

worst-case complexities are of Ο (n2), where n is the number 

of items. 

2.2 Insertion Sort 

This is an in-place comparison-based sorting algorithm. Here, a 

sub-list is maintained which is always sorted [3]. For example, 

the lower part of an array is maintained to be sorted. An 

element which is to be 'inserted in this sorted sub-list, has to 

find its appropriate place and then it has to be inserted there. 

Hence the name, insertion sort. 

The array is searched sequentially and unsorted items are 

moved and inserted into the sorted sub-list (in the same array). 

This algorithm is not suitable for large data sets as its average 

and worst-case complexity are of Ο (n2), where n is the 

number of items. 

2.3 Bubble Sort 

Bubble sort is a simple sorting algorithm. This sorting 

algorithm is comparison-based algorithm in which each pair of 

adjacent elements is compared and the elements are swapped if 

they are not in order [4]. This algorithm is not suitable for large 

data sets as its average and worst-case complexity are of Ο (n2) 

where n is the number of items. 

2.4 Merge Sort 

Merge sort is a sorting technique based on divide and conquer 

technique [5]. With worst-case time complexity being Ο (n log 

n), it is one of the most respected algorithms. Merge sort first 

divides the array into equal halves and then combines them in a 

sorted manner. 
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2.5 Heap Sort 

In computer science, heap sort is a comparison-based sorting 

algorithm. Heap sort can be thought of as an improved 

selection sort: like that algorithm, it divides its input into a 

sorted and an unsorted region, and it iteratively shrinks the 

unsorted region by extracting the largest element and moving 

that to the sorted region [6]. The improvement consists of the 

use of a heap data structure rather than a linear-time search to 

find the maximum. 

Although somewhat slower in practice on most machines than 

a well-implemented quicksort, it has the advantage of a more 

favourable worst-case O (n log n) runtime. Heap sort is an in-

place algorithm, but it is not a stable sort. 

 

3. Experimental Setup 

 

For evaluating the sorting algorithm, we opted java 

programming language. Since java is a platform independent 

language it is most widely used nowadays, therefore we may 

have tons of data stored for storing and displaying in sorted 

form in java platforms. 

 

We performed our analysis on five sorting algorithms that are 

Selection, Insertion, Bubble, Merge and Heap. The code of 

these algorithms is written in java and written to optimize the 

sorting of elements [7]. We experimented with different 

amount of data and observed the efficiency of the algorithms in 

different cases. Initially we started with applying with limited 

load to be sorted that is with 10, 50,100 elements. We observed 

that the algorithm in limited load or limited number of 

elements worked fine and the observed result was recorded for 

every algorithm. moving forward to to check the better 

efficiency the load of elements that is the number of elements 

were increased, now the algorithm was tested for moderate 

load that is 500,1000 elements. Like before the behavior of 

algorithms for different elements were different. The change in 

the results were observed and recorded. Likewise, we then 

observed the behavior and efficiency if the algorithm for high 

load of elements that is now the algorithm were tested for 

5000, 10000 elements. Therefore, we calculated the time for 

sorting in different algorithm in Nano seconds. All of the 

above-mentioned sorting was performed in java language. 

 

4. Result 

 

We performed the sorting on five algorithms. Behaviour of 

algorithms are recorded in tables. The table shows the time 

taken by each algorithm for sorting. The time is recorded in 

Nano seconds. The observed and recorded result of the sorting 

algorithms in different types of input are: 

4.1 Limited Load 

The limited load indicates the number of input elements. For 

this case we take 10, 50,100 elements for sorting. Table 1  

shows the time in nano seconds for limited load for different 

sorting algorithms. The fig. 1 shows the graphical analysis of 

different sorting in limited load. 

 

 

Table 1: Sorting algorithm’s execution time for limited load. 

 

Sorting 

Algorithms 

Number of Elements AVG 

(nSec) 10 50 100 

Selection 0.49688 4.1402 8.436178 4.357753 

Insertion 0.55034 4.170745 9.840375 4.85382 

Bubble 0.30503 4.02536 7.69706 4.00915 

Merge 1.211539 4.57714 6.401544 4.063408 

Heap 1.241475 4.168791 7.050591 4.153619 

 

 
Fig 1: Graphical analysis of different sorting algorithm in 

limited load. 

4.2 Moderate Load 

Now for further analysis, we increase the load of the input. We 

compared the algorithm for 100, 500, 1000 elements. The table 

2 shows the time in nano seconds for limited load for different 

algorithm. The fig 2 shows the graphical analysis of different 

sorting in moderate load. 

 
Fig 2: Graphical analysis of different sorting algorithm in 

moderate load. 
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Table 2: Sorting algorithm’s execution time for moderate load 

 

Sorting 

Algorithm 

Number of Elements AVG 

(nSec) 100 500 1000 

Selection 8.436178 25.89322 45.23901 26.5228 

Insertion 9.840375 45.63206 80.12113 45.19786 

Bubble 7.69706 31.5683 47.70247 28.98928 

Merge 6.401544 37.60888 96.48499 46.8318 

Heap 7.050591 27.26145 47.02505 27.11236 

 

4.3 High Load 

For final analysis we increased the number of input and sorted 

for 1000,5000,10000 elements. The table (table no.3) shows 

the time in Nano seconds for limited load for different 

algorithm. The fig 3shows the graphical analysis of different 

sorting in high load 

 

Table 3: Sorting algorithm’s execution time for High load. 

Sorting 

Algorithms 

Selection 

Number of Elements AVG 

(nSec) 

155.7115 
1000 5000 10000 

45.23901 152.8092 269.0864 

Insertion 80.12113 97.88319 244.5345 140.8463 

Bubble 47.70247 195.9405 542.1678 261.9369 

Merge 96.48499 90.68691 273.445 153.539 

Heap 47.02505 107.8644 391.1215 182.0036 

 

 
Fig 3: Graphical analysis of different sorting algorithm in high 

load. 

4.4 Average Case 

For the better understanding of these algorithm, we take the 

average case of all limited load, moderate load and high 

load.by these average case study we can conclude that which 

algorithm is better and can be choose over the other. The 

average case shows average of all the types of input and we can 

finally conclude the aim of this paper by that case. The table 4 

shows the time in nano seconds for limited load for different 

algorithm. The fig 4 shows the graphical analysis of different 

sorting in average case. 

 

Table 4: Sorting algorithm’s execution time for all type of 

loads. 

 

Sorting 

Algorithm 

Limited Load Moderate 

Load 

High 

Load 

Selection 4.357752667 26.5228 155.7115 

Insertion 4.853819867 45.19786 140.8683 

Bubble 4.00915 28.98928 261.9369 

Merge 4.063407733 46.8318 153.539 

‘Heap 4.153619233 27.11236 182.0036 

 

 
Fig 4: Graphical analysis of different sorting algorithm in all 

types of loads. 

 

5. Conclusion 

 

In this research paper we compared various sorting algorithm 

in respect to their execution time. The efficiency of every 

algorithm varies with the number of input and we have 

compared the execution of algorithm so that we can could 

which algorithm is best to use. The sorting algorithms are 

evaluated in JAVA. From our experimental results we 

identified that in limited amount of load the bubble sort 

behaves optimal. But as the load increases to moderate load 

selection sort behaves better than others. In high load elements 

insertion sort performs satisfactorily. Practically we also 

identified that recursive method to sort algorithm takes more 

time for execution. 
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