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Abstract: Sign language is a way or means of communication used by individuals with speaking and hearing impairments. It is one of the 

essential means of communication for such individuals to stay connected with the rest of the world and to express their ideas, needs or beliefs. 

There is a great need for an efficient and cost-effective real-time translation software or tool in the modern-day world to understand what the 

disabled individual is trying to express with accuracy. The proposed system is a real-time translation software or tool used for the conversion of 

hand gestures into natural languages such as English used by people for communication. The translated data will interpret the alphabet or 

number associated with the sign shown to the live camera feed. The software proposed in this project is created using Python, NumPy, OpenCV, 

LabelImg and TensorFlow. The image or video obtained from the camera device will be processed using convolutional neural networks (CNN). 

The CNN model is pre-trained with a large dataset from open sources or using a custom dataset on sign language gestures. Based on the 

recognition rate and prediction analysis from the CNN model, the provided image or video will be classified as the respective Alphabet or 

number from the American Sign Language Set. This helps the individuals to understand the sign language used by disabled individuals with 

ease. 
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I. PROBLEM STATEMENT 

Sign Language communication is the most basic form of 

communication between physically disabled and normal, 

healthy individuals. The existing systems for the conversion 

of sign language symbols to natural languages require 

haptic-feedback hardware and, software that do not require 

haptics are not cost effective and accurate in prediction of 

the symbols in real-time quickly. Propose an ideal system 

that is fast in real-time, cost effective with less hardware and 

higher percentage of prediction accuracy. 

 

II. INTRODUCTION 

Sign Language communication is a basic technique used 

by physically impaired individuals to understand and 

interpret their thoughts. Most people cannot understand the 

sign language used by these individuals and there is a need 

for a user-friendly and efficient real-time translation tool to 

translate the hand gestures made by the disabled person, into 

natural languages such as English in the form of letters, 

words or sentences. Most of the currently existing projects 

are based on a haptics feedback system which involves a 

glove being placed on the individual’s arm. This doesn’t 

provide much accuracy and it requires extra hardware.  

 

In the proposed project a gesture-based technique is used 

which consists of machine learning and its method of 

convolutional neural networks being used for image 

processing and identification. This technique doesn’t require 

extra hardware components. The proposed software is 

created using Python as the basic programming language 

and its supported libraries which include TensorFlow, 

NumPy and OpenCV. Python is a general-purpose high-

level programming language that is interpreted. NumPy is a 

Python library that supports high-level mathematical 

operations on multidimensional Three-Dimensional arrays 

or matrices. TensorFlow is an Open-Source software library 

mainly used for Machine Learning tasks with a specific 

focus on training models based on Deep Neural Networks. 

OpenCV library is used for Real-Time Computer Vision 

programming functions.   

 
In this paper, the proposed system consists of three parts: 

Creating the dataset for training, training the CNN model on 

the data captured and predicting the sign language data in 

real-time. LabelImg is a graphical annotation tool used in 
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this project to aid in training the model by assigning labels 

to the region of interest for each captured image dataset used 

for training and testing the model. 

 

Convolutional neural networks is an algorithm belonging 

to the set of Deep Neural Networks algorithms. It is used for 

the analysis of visual images, especially in real-time. CNN 

trained model will be used to process and identify the sign 

language shown at the camera in real-time with ease. This 

project helps in creating an efficient real-time translation 

system for sign languages using a gesture-based technique, 

which is more efficient, quicker and accurate than the haptic 

feedback-based system currently present. 

 

III. LITERATURE SURVEY 

The authors in [1] have proposed a system based on skin-

color modelling technique. Skin color is determined to 

differentiate the region of interest that is the hand from the 

given image and the non-pixels which include the image’s 

remaining background area. Keras is used for training the 

images. The result obtained by the authors after 

experimentation using the model was an average testing 

accuracy of 93% for number recognition, 90% for alphabet 

recognition and 97% for static word recognition. The system 

is implemented using a desktop system with an HD webcam 

for capturing input images. The required dataset was 

gathered by the continuous capture of images using python. 

A CNN network having 16 layers was created for this 

project. SSL and character training were carried out 

separately by dividing the dataset into two sets, one for 

training and the other for testing. This helped to determine 

algorithm performance. TensorFlow and Keras were used to 

train the network using GT-1030 GPU. 30 individuals tested 

the system in which six members were sign language 

interpreters and the remaining members were students who 

either knew sign language or did not know. Around 30 

samples were used to validate Student’s T-test and prove the 

efficiency of the system in identifying each and every hand 

gesture shown by individuals who did not provide hand 

gesture images during the training stage. In order to test the 

accuracy of the model’s prediction, the number of accurately 

classified and recognized gestures on-screen were divided 

by product of the number of users and multiplied using the 

total number of trials. A gesture is classified as accurate if 

the gestures were translated accurately to respective words, 

sentences, numbers or alphabets in text form within fifteen 

seconds. If the output is generated after fifteen seconds, then 

it isn’t used for the calculation of the accuracy rate. The 

main objective of the paper was to create an efficient system 

to translate sign language gestures in real-time into 

corresponding words, sentences, letters or numbers. 

 

The authors in [2] proposed a hand gesture recognition 

system that does not require physical gloves being used by 

the individual providing input where the haptics prediction 

system is used for determining the alphabet or number 

shown by the person using sign language. Here the system 

converts the Gesture video obtained through live video 

camera feed of the computer into simple English words and 

convert the words into meaningful sentences. The CNN 

process gives the matched results. The CNN model performs 

convolution-based operations where the image features are 

detected. For example, in the case of an image of the sign 

language gesture shown, the CNN model recognizes fingers, 

hands and edges of the hand. This procedure is called 

feature extraction. The connected final layers will serve as a 

classifier for features extracted. It provides probability 

which determines to which category the image being 

analyzed belongs. This method is called classification. The 

model results after prediction, determines the meaning of the 

hand gesture fed to it. Such a system is feasible in 

understanding what the disabled individual wishes to 

interpret or communicate.  

 

The authors in [3] proposed a system where a camera is 

used for obtaining input. The camera used captures thirty 

frames every second for real-time videos. The captures were 

then analyzed to determine the dynamic gestures. The 

extraction of the region of interest with skin was done using 

skin filters and by converting each frame of the image to SV 

color spaces. Four cameras were used for image acquisition 

at different angles from the center. The main idea is to 

obtain the frames having linearly independent characteristics 

and use them as keyframes while the rest are to be 

discarded. This system uses TD-HMM method where the 

computation rate is reduced by using similar Gaussian 

mixture components. Three different HMM 

implementations exist which include Light-HMM, tied 

density HMM and multi-stream HMM. With the help of 

TD-HMM, the authors achieved an accuracy rate of 91.3% 

while they achieved an 85.14% accuracy rate using HMM 

and SVM algorithms for Taiwanese Sign Language 

gestures. 

     The authors in [4] proposed a modern learning and 

translation tool for sign language implemented in Machine 

Learning. The proposed system consists of a camera that 

captures a video feed. This video feed is processed frame by 

frame. A library called OpenCV is used to process this video 

feed. The contours for the frames in the video are identified 

by darkening the image and obtaining the white border of 

the hand. This border is used to identify the contours of the 

hand. The contours are then used to identify the type of 

symbol provided in the video feed; it is required to train the 

system with the dataset of images that contain alphabets of 

the Sign Language. These are mapped to their equivalent 

English alphabet and fed to the system. The system gets 

trained on this data and stores the training results as a file. A 

support vector machine model is used. SVM based training 

algorithm is used to build the model used for assigning new 

samples to either of the given set of categories based on the 

previous categorization of training samples. This makes it a 

binary linear classifier that is non-probabilistic. A library 

called scikit-learn provides the necessary SVM Model ready 

for training. An American Sign Language Interpreter has 

been implemented based on a Support Vector Machine 

Classifier (SVM). The system requires some constraints, 

like a white background and the palm of the hand to face the 
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camera. Further, similar symbols were sometimes 

misinterpreted for one another.  

 

     The authors in [5] proposed a system that uses haptic 

feedback gloves to predict the alphabets or sentences using 

Raspberry pi development board. The user wears the glove 

on their hand. Once the glove is powered on, the user is 

required to make the required sign language gestures. The 

analog values from the flex sensors and IMU coordinates are 

transmitted to the Arduino Nano’s microcontroller. The 

microcontroller compares each of the received data values 

with the values in the ideal range database which is 

predefined. If the necessary combination is found, it checks 

whether the Bluetooth connection to Raspberry Pi board is 

secure and transfers obtained signals to the board using 

wireless technology.  Raspberry Pi computer board then 

displays output text on GLCD and the voice output is 

provided using a speaker for the same. The entire system 

then reverts to the initial stage to detect the next gesture. 

 

IV. HARDWARE AND SOFTWARE REQUIREMENTS 

The Software Requirements include: - 

 

1. Python Programming Language 

2. Google Collab or Jupyter Notebook 

3. OpenCV 

4. TensorFlow 

5. SSD MobileNet v2 

6. LabelImg graphical annotation tool.  

 

The Hardware requirements include: - 

 

Windows/Linux/MacOS based Computer System with the 

following minimum specifications: - 

1. 8GB Random Access Memory 

2. Intel i5 core processor 

3. Webcam 

4. 64-bit Operating System 

 

V. PROPOSED SYSTEM 

The proposed system first captures the images required 

for training and testing the model with the help of Python 

and OpenCV programming. The captured images are then 

stored in a separate new folder. The LabelImg image 

annotation tool is installed and set in the computer system.  

 

 

Once setup is completed, the directory where the captured 

images were stored is selected and the LabelImg tool is used 

to label the sign shown on each of the previously captured 

images by drawing detection boxes over the region of 

interest. The same directory is used as save directory. This 

creates an XML file for each captured image that was 

labelled. Next, the partitioning of the captured images along 

with their respective XML files is performed to split the data 

into two files, train and test for training and testing the 

model being created. 

 

 
 

Figure 1. Labelling Images using LabelImg Tool 
 

      

     Figure 1 represents the LabelImg workspace used for 

labelling the custom dataset captured using python into its 

associated labels. The figure shown above shows the 

labelling of the image dataset related to the English alphabet 

‘A’ by dragging a green-colored rectangular detection box 

across the region of interest which is the sign shown by hand 

in the image. 

 

     Perform setup for TensorFlow Object Detection API and 

then install Jupyter Notebook. Once this is done, different 

paths are set which are necessary while coding such as 

image path, model path, annotation path etc. A Label map is 

created to represent each Sign Language Symbol. TF 

records are generated by using the generate_tf_record script. 

TF records are special formats used by TensorFlow API 

during programming. Then clone the official TensorFlow 

object detection library from the GitHub repository of 

TensorFlow Model Zoo which is used for training the 

model. Copy the model Configuration from the SSD 

MobileNet v2 model to the train folder of the proposed 

system. Update the copied configuration to function 

efficiently and accordingly for the proposed system. Train 

the model for the System proposed using the respective 

Python scripts for training Deep Learning or Convolutional 

Neural Networks model using command prompt. Once 

training is finished and loss and epoch rates are analyzed to 

determine the model’s prediction accuracy. Load the trained 

model on the system. 
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Figure 2. Training the model using machine learning on command prompt 

with loss score for respective epochs. 

 

     

     Figure 2 represents the Training process in the command 

prompt which displays the loss rate for respective epochs 

which improves to provide accurate predictions when the 

number of epochs is increased, and training is performed for 

longer durations.  

 

     Finally run the real-time detection code to boot the real-

time detection screen which shows the detection box around 

the sign shown at the camera in real-time with a prediction 

accuracy rate and the name of the predicted label around the 

sign shown, on-screen as seen in Figure 4.  

 

 
 
Figure 3. Flow Diagram of Data Collection, Model Training and Real-Time 

Detection 

 

Figure 3 represents the summarized flow diagram of the 

entire training and testing process carried out during the 

prediction model creation. 

 

VI. EXPERIMENTAL RESULTS 

     The results obtained in this experiment consists of a 

Real-time Object Detection screen using the trained CNN 

model, to detect different sign language symbols shown by 

the user at the camera. The screen as shown in Figure 4 will 

display a detection box around the region of interest that is, 

the sign language shown by the user and displays the label it 

predicts. In simpler terms, it represents the alphabet or 

number associated with the sign language shown, as well as 

the prediction accuracy rate which shows how sure the 

trained model is that the shown symbol is a particular 

alphabet or number.  

 

     The training process resulted in an average rate of 0.086 

loss score for 10,000 epochs. Since the loss score is low, the 

model is working close to the accurate range. 

 

 
 

Figure 4. Real-Time Object Detection Screen with Predicted Label and 
Accuracy Rate 

 

     Figure 4 represents the output screen obtained once the 

trained model is loaded and executed for displaying the real-

time sign language recognition screen. The figure represents 

a sample output that shows that the sign or gesture shown on 

the image above is translated to the alphabet ‘A’ in the 

English language. The percentage shown represents the fact 

that the classification model is 96.0% sure that the shown 

gesture is the alphabet ‘A’ in this image. The prediction 

accuracy rate for each alphabet or number varied between 

96.0% to 99.0%.  

VII. CONCLUSION 

     The proposed Sign Language recognition system focuses 

on recognizing static sign language gestures shown in real-

time and its classification and conversion to the respective 

number or alphabet. For this purpose, the machine learning 

model is constructed using a supervised learning method 

with convolutional neural networks.  
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     The system helps to avoid the purchase of any costly 

hardware components which are required to build existing 

systems based on Haptics Feedback Technology. This 

project will help individuals with hearing or speaking 

impairments to communicate with others in an efficient 

manner. 

VIII. FUTURE WORK 

     Further improvements that can be performed on the 

proposed system include the combining of sign language 

alphabet symbols to English Sentences and Words with 

further conversion of these sentences or words to other 

regional languages, using natural language processing. 

 

     Another future improvement involves the creation of a 

mobile, hand-held device that can convert sign languages in 

real-time on the go. 
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